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Abstract—It is known that using a spatial TDMA (STDMA) Define a network grapliy = (V, E), whereV is the set

access scheme can increase the capacity of a wireless networlgf gl wireless nodes. A directed-edge, v) ¢ E if and only
over CSMA/CD access scheme. Modem wireless devices argg the transmission fromu to v can be established at all data

capable of transmitting at different data rates depending on the tes in ab f interf f th d Thi
current network condition. However, little attention has been Fat€S IN absence orinterierence irom other nodes. 1his mean

paid to how best is to use the multiple data rates capability. thatthe SNR value at whenu transmits is at least as high as
In this report, we focus on greedy link scheduling algorithms the SINR value necessary for reception at the maximum data

that work with variable rates, where devices can transmit at rate. Each edge has a corresponding traffic demandhich

lower data rates to accommodate lower quality links. We propose s 4 rea| number ranging from to wyn.,. We define one unit
criteria that can be used in the scheduling algorithms and
of demand as follows.

investigate performances of different scheduling algorithms that
employ these different criteria. We use the more realistic physical ~ Definition 1: One unit of traffic demand is the amount of
interference model, where packet reception rate depends on data a transmitter sends to a receiver at the maximum data
signal-to-interference-plus-noise ratio. Our investigation shows 5te in one time slot.

that by using the variable rate approach, we can increase the

overall capacity of the network over traditional single-threshold- We assume link-layer reliability in this work. Thus, an ACK

based algorithms. packet fromw to w is required. We assume that the ACK packet
is always sent at the lowest data rate at the end of the slot.
I. NETWORK AND INTERFERENCEMODEL We consider the problem of scheduling all demands on all

. . . . ) links in a minimum number of slots, which is called the link
We consider the physical interference model in this worl§Cheduling problem. [5] [6] [3] [10]

In the physical interference model, interference from af-c

current transmitters in the network, no matter how distant,

is factored into the SINR value at a receiver. We consider a Il. SCHEDULING ALGORITHMS

graded SINR-based rate model. By contrast, in a threshold

rate model, a wireless transmission is successful if angl onl In this section, we present all algorithms we used to sched-

if the SINR at the receiver is larger than a single threshoi€ a network. We start with an overview of all algorithmsgdan

SINR value. Under a graded rate model, a wireless nodetii@n we present a design space that we considered. Finally, w

not limited to a single SINR threshold, but the data rate Ryovide a discussion about selected interesting algosthm

determined by the received SINR. We do assume a minimum

SINR value is necessary for successful reception (at thedow Algorithm Overview

dara rate) but data rate gets higher as SINR increases fiem th

minimum up to the SINR that produces the maximum possible All algorithms have the same basic structure as shown on

data rate of a link. We assume that all nodes are capablgure 1.

of changing their transmission rate to fit the SINR at the The algorithm first callsMoreLinkToScheduld{), which

receiver. All nodes transmit at the same transmission powehecks if there is any link with remaining demand. If there

Prx. The uniform power assignment scheme was chosen desdsts a link to schedule, the algorithm then orders link&in

to its simplicity while it also has the worst-case performen according to a certain metric. Next, the algorithm checlthéf

bounded to the non-uniform scheme. [1] first link (u,v) can be activated in the current slot by calling
We consider a network with spatial-reuse TDMA (STDMA)sActivatableAtSlot(u, v),current slot). The algorithm then

access scheme as defined in [9]. All nodes have looselgtivates link(u, v) if IsActivatableAtSlot(u, v),current slot)

synchronized clocks in that their deviations from the réatk returnstrue This process continues until all links if" are

are bounded at any point in time. The length of the time slobnsidered, for the slot. Then, the algorithm advances ¢o th

is large enough for a node to transmit one data packet at text slot and repeats the procedure. The algorithm tergsgnat

lowest data rate. once the demand on all links has been satisfied.



SCHEDULE (V, E) can be less than the threshold SINR, the authors used the no-
tion of expected throughput, which can be calculated direct

L current_slot = 0 from the packet reception rate (PRR). We are working in the
2: while MoreLinkToSchedulef) do graded interference model, so we use aggregated throughput
3 SORT(E,metri) instead of expected throughput. We formally define aggeetat

4. forall (u,v) € E do throughput as follow.

> LL;ACUVatabIeAtSlOt(U’ v), current_slot) Definition 3: The aggregated throughp(AT) of a network

5 ActivateAtSIot(u, v), current._slot) is a summatlon of data raFes of all a.c.t|ve.I|nks in the network
7. end if B - A weighted throughput is th_e modification of an aggreg_ated
& end for throughput. Instead of summing data rates of all activeslink

a weighted throughput multiplies each link’s data rate it
remaining traffic demand on that link. A weighted throughput
is thus a weighted sum of data rates of all active links with
remaining traffic demand as a weight function.

Definition 4: The weighted throughpytV/T) of a network
is a weighted sum of data rates of all active links in the
B. Design Space Considered network, with remaining traffic demand on each link as a

Given the structure of this scheduling algorithm, we notvél(aight function
g a'd ' For example, a link with two units of demand activated at

::T]a:r:t ilrs] pt%‘c’est)r:fj;ﬁ ?::ﬂ?:; dfgﬁ:::t;gzid;“g%;?&gg 54 Mbps has weighted throughput 088, unlike a link with
ging ying imp one unit of demand activated at the same data rate.

at line 3 and IsActivatableAtSIat(, v), current_slot) at line i . o i
Since all activating criteria are based on throughput roetri

5. Next, we present our modifications to each implementation

1) Link Ordering: There are two aspects of link ordering we only consider that a new link should be activated if it does

the metric used and the direction of ordering. For directibn not decrease_ the C“Fre”‘ throughput qf a n_etwork. Moreover,
ordering, we consider both increasing ordering and de'n:rgasWe also consider a difference betwesmictly higher through-
ordering. For the ordering metric, we consider two metric%Ut (>) and not.lower throyghput IE_)- ) ] ]
in this report; traffic demand and interference value. Link From the choices of activating criteria and link ordering; w
ordering by traffic demand was used by [2], [8] while thgave a total number of 16 -dlfferent glgonthm; In our .de3|gn
motivation behind the notion of the interference value is tFPace. There are two choices for link ordering metric, two
interference number from [4]. The interference number &f10ices for link ordering direction, two choices for activg
a link (u,v) is the number of links that have SINR at theMitéria, and two variations of- and . _ .
receivers lower than the threshold SINR if the liftk, v) is ~ For convenience, we shall name all algorithms with the
activated, i.e. the number of links that are prohibited frod®llowing naming convention.
being active if (u,v) is active. Since we are working in a activating criteria-orderingmetric-direction
graded interference model, we need to generalize the notioractivating criteria consists of two parts; the criteria and
of interference number. a small variation of GEQ/GT The criteria can beAT for
Definition 2: The interference valuglV) of a link (u,v) aggregated throughput-based algorithmsWér for weighted
on a link (w,z) # (u,v) is the difference between the datahroughput-based algorithmerdering metric can beTD for
rate of the link(w, =) if the link (u, v) is active and if the link link ordering with traffic demand, of for link ordering with
(u,v) is inactive. The interference value of the liil, v) is interference valuadirectionindicates ordering direction, it can
the summation of all interference values(ef v) on all other be either/ for increasing order oD for decreasing order.
links. Finally, we discuss about some interesting algorithm varia
The idea behind the notion of the interference value is thiens.
same as that of the interference number - to measure the
amount gf iqterfergncg generateq b)_/ a cgrtai_n link. C. AT-GEQ-TD-D Algorithm
2) Activating Criteria: The activating criteria are used to
determine if a link should be activated, given the current This algorithm resembles thexpected-throughpugreedy
network configuration. We consider two activating criterigcheduling algorithm from [8]. Theexpected-throughput
in this report - an aggregated throughput and a weightgdeedy scheduling algorithm orders links by traffic demand i
throughput. decreasing order and uses expected throughput as agjivatin
The motivation behind the notion of aggregated throughpatiteria. The algorithm activates a new link if it does not
is the notion of expected throughput from [8]. The greedgecrease the expected throughput of the current slot. The
scheduling algorithm in [8] uses expected throughput to ddiference betweemAT-GEQ-TD-D algorithm andexpected-
termine if a new link should be activated, where all links arthroughputalgorithm is thatAT-GEQ-TD-D algorithm uses
activated at the same data rate. Since the SINR at the receaggregated throughput instead of expected throughput.

9:  current_slot = current_slot + 1
10: end while

Fig. 1. Basic structure of scheduling algorithm



. Data Rate| Minimum SNR (dBm)

D. WT-GT-TD-D Algorithm 52 Mbps 5456

The idea behind this algorithm is from the following ob- gg mps 24.05

. ) : . ° ps 18.80

servation. A possible problem with greedy algorithms ig tha 24 Mbps 17.04

they can leave links with high demand to the end, which can 18 Mbps 10.79

result in inefficient use of later slots, thereby, lengtheni 1921\'/\|/|bbps 57’-(7)3

the sc.hedL.JIe. The/Veighteq Throqghpualgor_ithm a.ttempt.s 5 Mbgz 507
to avoid this problem by giving higher priority to links with TABLE |

higher demands. The algorithm gives higher priority to high
demand links by trying to schedule them first; it also uses
a weighted throughput, which puts more emphasis to high
demand links.

MINIMUM SINR FOR DIFFERENTWIFI 802.11a DATA RATE

B. Mesh Network
E. AT-GT-IV-D Algorithm The network consists ofi’| wireless nodes. All nodes are

We call this algorithm GradedGreedyPhysicatlgorithm Placed randomly in an area of 1000 m by 1000 m. Ten
since it resembles th&reedyPhysicalalgorithm from [4]. 'andomly chosen nodes are assigned as gateway nodes. For
Both algorithms order links in decreasing ordering withithe®Ve"Y non-gatgway node,.a short_est path to the closest gpatew
respective ordering metric. The difference betwegraded- by hop count_ls found. It is possible that a non-gateway node
GreedyPhysicaklgorithm and GreedyPhysicaklgorithm is has to route its packets through other non-gateway nodes to

that GradedGreedyPhysicalgorithm works on a slot-by-slot reach its closest gateway. Thus, this scenario createsph gra
basis instead of a link-by-link basis consisting of ten trees where each tree has one gateway node

as its root.
The demand on each link consists of two parts - the demand
of the source node itself, which is an integer randomly setéc

To compare different scheduling algorithms, we modifief®m 1 0 wyqz, and the sum of the demands of the sub-tree
the packet-level simulators-3[11]. We modified WiFi device that has the source node as its root. This scenario is similar
in ns-3to support STDMA and modified Node to incorporatd® the set-up in [4].
local clock. We used the modifieds-3 to generate network
topologies and run different scheduling algorithms:3 sup-
ports the physical interference model, so we did not need toWWe ran simulation ten times for each number of links/nodes.
modify that aspect. We also included results from th@reedyPhysicablgorithm

In this experiment, we consider WiFi 802.11a compatibl¢€alled THRESHOLD), which is a strict threshold-based al--
wireless nodes only. The supported data rates are 54 Mp@Rrithm, as a baseline. Figure 2 and Figure 3 show the main
48 Mbps, 36 Mbps, 24 Mbps, 18 Mbps, 9 Mbps and gesults obtained from the simple matching and mesh network
Mbps. Different data rates have different minimum SINRCenarios for varying number of links/nodes. We present
requirements as shown on Table | [7]. The ACK packet € results as percentage improvement oVétRESHOLD
always sent at 6 Mbps. For the single threshold algorithm, v@gorithm.
use the data rate at 54 Mbps. .

A, Overview

We present two simulation scenarios - simple matching and _ ) ) )
mesh network. For simple matching scenario, the percentage improvements

of each algorithm stabilized at about 150 links. The best
performing algorithm iSAT-GT-TD-I algorithm, which pro-
vides about 12.02% improvement ov@HRESHOLD algo-
The network consists di| wireless nodes. Every wirelessrithm on average. The second best performing algorithm is
node is acting as a source or a destination for exactly oke lilAT-GEQ-TD-I algorithm with roughly 11.23% improvement.
Thus, there aréF| = % links in the network. The initial AT-GT-IV-I algorithm and AT-GEQ-IV-I algorithm provide
demand of each link is an integer randomly selected fromihprovement of 10.71% and 10.60% respectiveWi-GT-TD-
t0 wmae- The network topologies were created as followed? algorithm andWT-GEQ-TD-D algorithm have percentage
For an edg€u, v) € FE, first uniformly place a source node improvement of 10.35% and 9.93% respectively. Not all al-
then place the corresponding destination nedwithin the gorithms provide improvement ov8iHRESHOLD algorithm.
maximum distanced,,,,, from u. The value ofd,,,, was For example, schedule lengths produced/y-GEQ/GT-TD-
chosen such that two nodes separatedify, must be able | algorithms have about -2.76% improvements on average.
to transmit at maximum data rate, which is 54 Mbps in our For mesh network scenario, the results are slightly differe
settings. The number of links in the simulations range frofmfom the simple matching scenario. First, the percentage
50 to 500 links. All nodes are placed in an area of 1000 m liyprovements of each algorithm are quite stable for all neimb
1000 m. of nodes. This is due to the fact that mesh network scenario

IIl. SIMULATION

IV. SIMULATION RESULTS

A. Simple Matching
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Fig. 2. Percentage Improvement ovEHRESHOLD Algorithm - Simple Matching

has links with higher traffic demands. The best performinigve since the algorithms considered in the literaturealigu

algorithm in mesh network scenario &/T-GT-TD-D algo- employ a decreasing ordering [2], [4], [8]. The difference

rithm with about 9.76% improvement on average. The secoadses from the distinct natures @fraded-and threshold-

is AT-GT-IV-I algorithm at roughly 9.44% improvement andscheduling algorithms. Aradedscheduling algorithm has the

the third iSAT-GT-TD-I algorithm with about 9.03% improve- ability to accommodate links that would not be possible gisin

ment. a thresholdscheduling algorithm. By scheduling low demand
Although the schedule lengths produced from differefinks first, the algorithm has a better chance to satisfy low

scheduling algorithms are in the same order on averages théemand links while also accommodating higher demand links

are some interesting observations for each algorithm. ,Next as the algorithm proceeds.

present some observations from the simulation results. It is important to point out that this behavior is observed

) ) ] only when using thegradedscheduling algorithm. For the
B. Aggregated Throughput Algorithm with Traffic Demangh esholdscheduling algorithms, algorithms that use an in-

Ordering creasing ordering produce longer scheduling lengths thaset
The first thing to observed is thaA\T-GEQ/GT-TD-D al- that use decreasing ordering.

gorithms, which use decreasing link ordering, produce éong The next observation is the difference betw&aQ andGT

schedule length thaAT-GEQ/GT-TD-I algorithms, which use activating criteria. Algorithms that emplogT as activating

increasing link ordering. This ordering may seem counterin criteria produce shorter schedule lengths than algorittiras
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Fig. 3. Percentage Improvement ovEHRESHOLD Algorithm - Mesh Network

use GEQ This can be explained as follows. The aggregatedhm and AT-GT-TD-I algorithm; and betweeAT-GEQ-TD-
throughput is the sum of all active links’ data rates, which algorithm andAT-GT-TD-D algorithm are larger in mesh
are all integers. It is possible that activating a new linkl winetwork scenario than in simple matching scenario. Theoreas
result in the identical aggregated throughput in that $fot. behind this bigger difference is that links in mesh network
example, say a network currently has liGk, v) activate at scenario can have higher traffic demands than links in simple
54 Mbps, the new link(z,y) reduces the data rate 6f,v) matching scenario. Thus, a situation where two activatéia s

to 36 Mbps while(z,y) itself can be activated at 18 Mbps,with the same aggregated throughput arises can last across
Activating link (z, y) gives the same aggregated throughput imore slots than in the simple matching scenario.

that slot; algorithm usingsEQ then activategz, y). It is worth noting that the greedy scheduling algorithm ih [8
The example shows th&EQ-based algorithm favors acti- does not suffer from the same problem of two activation sets
vating a larger number of links when the aggregated throughith the same aggregated throughput. The greedy scheduling

puts are equal. The problem is that the network performs thgjorithm in [8] uses expected throughput, which is calada
same amount of work (aggregated throughput) but introduadisectly from the packet reception rate (PRR) curve. Sifnee t
more active links. Activating new links adds more interfe@ PRR curve is a continuous function, it is unlikely for two
to all other nodes and might prohibit other links from beingctivation sets to have the same expected throughput. Also,
activated as the algorithm proceeds. for the thresholdscheduling algorithm, the only case when
We note that the difference betwe&T-GEQ-TD-I algo- equal aggregated throughputs can occur is when the new link



deactivates exactly one link. In this case, if the algorithiinks than AT-GEQ/GT-IV-D algorithms. We noticed that this
decides to activate the new link, the effect on other nodesissnot the case. Since the activation criteria are aggrdgate
arbitrary, depending on the positions of the new link and thbroughput, the numbers of active links for both decreasing
link to be deactivated. Thus, an important observation froend increasing link ordering are roughly the same. However,
our results is that, unlike #@hresholdscheduling algorithm, the increasing link ordering performs better than decrepsi
the goal of agradedscheduling algorithm shouldot be to link ordering since links with smaller interference valugst
maximize the number of active links. This situation can alsscheduled first. The links with small interference valuesidb
be observed in the Aggregated Throughput algorithm withecrease data rates on other links as much as links withthighe
Interference Value ordering. interference values. Thus, th&T-GEQ/GT-IV-I algorithms
) . ) } produce schedules that have higher average throughputin ea
C. Weighted Throughput Algorithm with Traffic Demand Org);.
dering Also, we note that the difference betwedd-GEQ-IV-D
WT-GT-TD-D and WT-GEQ-TD-D algorithms provide algorithm andAT-GT-IV-D algorithm is larger compared to the
roughly the same improvement ovBHRESHOLD algorithm.  differences betweeAT-GEQ-IV-I algorithm andAT-GT-IV-I
The difference betweerGEQ and GT is very small, and algorithm. The reason for this larger difference is the fgob
almost negligible. We also note that the variations thatleynp of two activation sets with the same aggregated throughput.
increasing link ordering do not provide any improvementrovaut, for AT-GEQ/GT-IV-D algorithms, activating a new link
THRESHOLD algorithm. has higher impact on other nodes since the new link has high
By weighting the throughput with the remaining traffidnterference value. Thus, it is highly likely that activagia
demand on each link, the Weighted Throughput algorithmew link will prohibit other links from being active at higtath
favors links with high demand. Thus, ordering links by t@ffirate. This effect, combined with the problem of two activati
demand in decreasing order is appropriate for the Weightsets with equal aggregated throughputs, makeAR&GEQ-
Throughput algorithm. The schedule lengths producetfly IV-D algorithm performs badly.
GEQ/GT-TD-D algorithm are shorter than those produced by
WT-GEQ/GT-TD-I algorithms due to this reason. We note thaE. Weighted Throughput Algorithm with Interference Value
by ordering links in increasing order, the Weighted Thrqugh Ordering
allgorit.hm is unable to fully a(;hieve its goal of Schedu!ihg(i; . The Weighted Throughput algorithm with Interference
with high demands. The Weighted Throughput algorithm trle\; ; . . .
to focus on high demand links but the increasing link ordgrin alue ordering algorithms can be viewed as a mixed between
weighted throughput and interference value ordering. Trie |

does not support this _goal_. As a r_esult, the algorithm does rEnordering does not have any relation to the activating dater
perform well by ordering links in increasing order.

. . If we view this algorithm in terms of Weighted Throughput
The @fference betweeiGEQ gnd GT IS very small for' algorithm with Traffic Demand ordering, these variations ar
the Weighted Throughput algorithm. This can be explam§ e same as Weighted Throughput with no link ordering, i.e.

as follows. The_ w,elghted_throughput 'S th? proc_iuct of IInk?andom link ordering. All links are ordered by interference
data rgte and link’s remaining demand. It 1S unlikely for tW(\)/alue but not the traffic demand, thus, they appear random to
jarﬁt'vat'?hn sets fo plroduc;a the samethwte|tghhte;j throughtpL{}?e algorithm. The results in both simple matching scenario
W Lrjlf,diﬁe:enzre 'Ic')r?iy ia nev;/ tck:]ases af " thWOr vartladlogﬁd mesh network scenario are in the same ordeWVds

0 erently. s 1S not the case 1o ggregate EQ/GT-TD-I algorithms, where the algorithms fail to fully
Throughputbased algorithm that simply uses the sum of a chieve their goals of focusing on high demand links
links’ data rates. It is more likely for two activation sets t '
have the same aggregated throughput than the same weighted V. SUMMARY OF RESULTS
throughput. '

i . We have presented a comparison between different schedul-

D. Aggregated Throughput Algorithm with Interference #luing aigorithms. We noted some crucial differences between
Ordering thresholdscheduling algorithms andradedscheduling algo-

The schedule length produced by tA&GT-IV-I algorithm rithms. While the goal ofthresholdscheduling algorithms is
is the shortest among the four variations. Like aggregatéa activate as many links as possible, the goalgofded-
throughput algorithm with traffic demand ordering, the aari scheduling algorithms should not be the same. g@ded-
tion that employsGT activating criteria performs better thanscheduling algorithms, a larger number of links does not
the variation that use&EQ All variations provide improve- necessarily equal higher throughput, while this staten&nt
ment overTHRESHOLD algorithm. true for thresholdscheduling algorithms. Instead, the goal of

The first thing we note is that, thaT-GEQ/GT-IV-I algo- gradedscheduling algorithms should be to work on a few
rithms perform better thaAT-GEQ/GT-IV-D algorithm. Since links at a time. This goal can be achieved by either favoring
the links with smaller interference values are less likaly tow demand links or concentrating on a few high demand
prohibit other links from being active, it is expected tWat  links. This behavior is not observed féresholdscheduling
GEQ/GT-IV-I algorithms would activate a larger number o&lgorithms.
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