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Abstract—Overlay networks have been shown useful for im- jitter [11], (2) enterprise applications couple data transport
proving the delivery of network and processing resources to and manipulation with application-level expressions of utility
applications, in part due to their ability to use alternate or or cost [18,23], and (3) both application classes can utilize

B?éggﬁltsnﬁg\ggtﬁ? th: 22? S?Tgcu;ﬁfaoung r:ﬁgu[ﬁgﬁ' Inri‘('jsdﬁewaeé guarantees that differentiate across different traffic types, such

realization that implement self-regulating data streams for data- as offering stronger guarantees for control vs. data traffic [35].
intensive distributed applications. Self-regulation is based on (1)  Previous work on middleware for data-intensive distributed

the dynamic and continuous assessment of the quality of eachapplications has addressed limitations and runtime variations
overlay path, (2) the use of online network monitoring and ;n network bandwidth with adaptive approaches to matching

statistical analyses that provide probabilistic guarantees about . - .
available path bandwidth, loss rate, and RTT, and (3) a packet desired to available network resources. Examples include

routing and scheduling algorithm that dynamically schedules dynamically adjusting data transfer rates [44, 47], varying
data packets to different overlay paths in accordance with their compression levels in response to monitored changes in
available bandwidths. Additional aspects of 1Q-Paths are its network bandwidth [20, 48], or changing the nature of the
predictive statistical bandwidth guarantees and the fact that data being sent [7, 19, 49]. Other research has sought to use

packet scheduling across different overlay paths is governed by It ti t K fi t K infrastruct
application-level specifications of stream utility. An example is to alternalive network connections or new network Inirastructures

send control data across links that offer strong guarantees for t0 compensate for problematic connection behaviors [5,34,36].
future bandwidth vs. mapping other data across less guaranteed  This paper presents the 1Q-Paths approach to self-regulating
paths. Experimental results presented in this paper use 1Q-Paths data streaming with defined quality requirements across wide
to better handle the different kinds of data produced by (1) areq networks. 1Q-Paths offers novel functionality that en-

distributed multimedia applications with desired QoS guarantees h d | t isti danti data st .
and (2) data-driven or interactive high performance codes with ances and complements existing adaptive data streaming

user-defined utility requirements. techniques. First, 1Q-Paths dynamically measures [17, 29]
and then, also predicts the available bandwidth profiles on
. INTRODUCTION network links. Second, it extends such online monitoring and

Data-driven distributed applications are important to marprediction to the multi-link paths in the overlay networks
constituencies, including corporations in applications like reaksed by modern applications and middleware. Third, it offers
time data mining or data integration [4,28], common end usesstomated methods for moving data traffic across overlay
in telepresence [27], and scientists or engineers in applicatiggaghs. These include splitting a single data stream across
like remote data visualization [45] or instrument access [32hultiple paths to improve performance through concurrency
A common characteristic of such applications is their neethd to improve desired end-to-end behavior by dynamically
to meet quality of service (QoS) guarantees and/or offdifferentiating the amounts and kinds of data traffic imposed
utility-based services to end users (i.e., meet certain servioerto different paths. Such self-regulating data movement and
level objectives (SLOs)). However, excepting datacenter-basdiferentiation utilizes a dynamic packet scheduling algorithm
solutions [4] and the few dedicated, high end links existinpat automatically maps packets to paths to match application-
between select centers of excellence (e.g., via DOE’s Ultdavel utility specifications. Finally, an important attribute of
Science Net [10] or the National Lambda Rail [24] (NLR))JQ-Paths is that unlike other methods for bandwidth predic-
such guarantees must be provided across shared netwwhk based on measurements of average bandwidth, it uses
infrastructures, where dynamic network behavior and multipsatistical techniques to capture the dynamic or noisy nature
available network paths make it imperative for middleware twf available network bandwidth across overlay paths. This
assist end user applications in best utilizing available netwogkables it to better map data with different desired utility
resources. More specifically, when transporting and manip-service guarantees — to the underlying best effort network
ulating their data, applications should receive utility-baseadfrastructure.
guarantees from the overlay networks used by middlewareOur research uses 1Q-Paths for both scientific and multi-
accommodating dynamic variations in network behavior: (Ihedia applications. In the scientific domain, real-time remote
media or other real-time applications require consistent levelata visualization for a molecular dynamics (MD) code ben-
of end-to-end performance, such as limited delays or smafits from 1Q-Paths’ ability to better meet its dynamic end



for example.

Figure 1 illustrates an example of an IQ-Paths overlay,
which utilizes automatic network resource profiling, admis-
sion control, and self-regulating data routing and scheduling
to guarantee different streams’ desired utility requirements.
The overlay implemented by |Q-Paths has multiple layers of
abstraction. First, itamiddleware underlay- a middleware
extension of the network underlay proposed in [31]) — imple-
ments the execution layer for overlay services. The underlay
is comprised of processes running on the machines available
to 1Q-paths, connected by logical links and/or via intermediate
Figure 1: 1Q-Paths overlay network: servers, routers, apdocesses acting as router nodes. Second, underlay nodes
clients continually assess the qualities of their logical linksontinually assess the qualities of their logical links as well as
admit and map data streams with different desired utility usirtge available resources of the machines on which they reside.
a self-regulating packet routing and scheduling algorithm. The service guarantees provided to applications are based on

such dynamic resource measurements, on runtime admission
user requirements. A specific example is to differentiate t|@©ntro|, resource mapping, and on a self-regulating packet
transport of various elements of the application’s data streamsuting and scheduling algorithm. This algorithm, termed
in this case being the atoms vs. bond forces visually depictedOS (Predictive Guarantee Overlay Scheduling), provides
for each timestep of the MD application. Another examplgrobabilistic guarantees for the available bandwidth, packet
is to use network paths with more stable bandwidths for thess rate, and RTT attainable across the best-effort network
critical ‘control’ traffic in the remote visualization softwarelinks in the underlay.
and also for the most time-sensitive data sets in large volumecey technical advantages of IQ-Paths and its PGOS algo-
parallel data transfers. Stability is dynamically diagnosed agghm include the following:
predicted via the aforementioned statistical techniques. In the
multimedia domain, 1Q-Paths is shown to deliver improved °
performance for different encoding levels of MPEG-4 video
streams.

Results in Section VI also demonstrate the advantages
derived from 1Q-Paths’ statistical guarantees. Specifically, we
demonstrate distinct improvements over earlier work on adap-
tive methods that provide QoS over wide-area networks by pre-
dicting future average network behavior from past history [26].
With such methods, quantities like RTT can be predicted
well, but average available bandwidth or packet loss rate
are not easily captured (e.g., using predictors like MA, AR,
or more elaborate methods like ARMA and ARIMA) [50]).
This is because noise is a large portion of the signal in the
time series of available bandwidth or packet loss rate. As*®
a result, the values for predicted average bandwidths will
have large prediction errors. For example, the results reported
in [50], based on measurements at ovér well-connected
academic and research institutions, have prediction errors
larger than 20% for more than 40% of the predicted values
(i.e., |predictedvalue /actualvalue| > 1.2), and for 10% of
the values, prediction error is larger than 50%. In comparison,

ion

Probabilistic and ‘violation bound’ guaranteesince the
PGOS algorithm uses bandwidth distribution analysis and
prediction to capture network dynamics, it can make
service guarantees and provide prediction accuracies su-
perior to those provided by prediction methods based
on average network behavior: (1) it can ensure that
applications receive the bandwidths they require with
high levels of assurance (e.g., it can guarantee that an
application receives its required bandwidth 99% of the
time or that its deadline miss rate is less than 0.1%));
(2) in addition, PGOS can also provide deadline violation
guarantees that bound the average number of packets that
miss their guaranteed QoS (e.g., their deadlines).
Reduced jitter by reducing jitter in applications like
remote data acquisition or display, buffering needs are
reduced. This is particularly important for high volume
data transfers in time- or delay-sensitive applications.
Differentiated streaming serviceslifferent streams can
receive different levels of guarantees. As a result, when
applications use close to the total available bandwidths
of all overlay paths, PGOS can ensure that high utility

IQ-Paths can provide an application with strong guarantees,
stating that it will receive its required bandwidth 99% of the *®
time or experience a deadline miss rate (i.e., jitter) of less than
0.1%, for example. Finally, other methods apply low frequency
filters [8] to measured values, to reduce prediction error, but
unfortunately, this means that they essentially eliminate the
noisy nature of (i.e., dynamic variations experienced over)

streams receive stronger service guarantees that others.
Full bandwidth utilization providing guarantees does not
imply sacrificing the bandwidths available to applications
(e.g., by purposely under-utilizing some link). Instead,
PGOS has sufficiently low runtime overheads to satisfy
the needs of even high bandwidth wide area network
links.

certain network paths. The outcome is that applications cannofThe remainder of this paper is organized as follows. The
adjust to or deal with such variations, by mapping legsext section describes related work, to provide a better per-
important or less delay-sensitive data to noisier connectiospective on the technical contributions of the 1Q-Paths ap-



proach. We then outline the software architecture of 1Q-Pattsngle and multiple streams across both single and multiple
followed by descriptions of its bandwidth prediction methodgaths across the overlay.
and of the PGOS algorithm using these methods. ExperimentaBoth 1Q-Paths and OverQos assume that overlay routing
evaluations on an emulated network testbed appear before ibees can be placed such that the paths between different pairs
paper’s conclusions. of routing nodes do not share common bottlenecks. In practice,
such placements require knowledge of the network, by using
methods of detecting shared congestion across flows [39],
While the PGOS packet scheduling algorithm is inspireok by using more direct ways of detecting network topolo-
by the DWCS packet scheduling algorithm described in [47jes [40]. A general way to implement information exchanges
its use for efficient multimedia data streaming across theetween middleware and networks is described in [31], with
Internet leverages substantial prior work on improving the design of a network underlay that extracts and aggregates
quality of network video streaming [19, 37, 38]. Here, earljopology information from the underlying Internet. Overlay
work established the utility of adding and dropping differemietworks query the underlay when making application-specific
encoding layers of video streams for longer term coarse-graouting decisions. The current implementation of 1Q-Paths
stream adaptation [44]. Improvements like those in [37] alsmuld take advantage of underlays, with network monitoring
use a TCP-friendly control mechanism to react to congestifumctions embedded in the communication layers of the mid-
on shorter timescales, with mismatches between the tdfeware providing inputs to overlay construction and to its
timescales absorbed by buffering at the receiver. The specidignamic management. In addition, we could utilize the results
control mechanisms we use for multimedia data streaminf recent work on a ‘map of the Internet’ described in [41],
are based on the work described in [19], which proposes which annotates it with properties that include connectivity,
adaptive layered video streaming algorithm for MPEG-4 witgeography, routing policy, patterns of loss, congestion, failure
limited buffer size. Priorities are used in the VOP (video objeeind growth, etc.
plane) to select or discard each VOP element based on averag@ur general approach of using overlay networks to adapt to
bandwidth prediction, to control the fashion in which finenetwork dynamics is shown feasible in [8], which compares
grain scalable coding allocates bandwidth to different encoditite performance of an End System Multicast architecture
layers. In contrast, |Q-Paths uses statistical bandwidth mea- that of IP Multicast. The paper also notes that noisy
surement and prediction to capture network link qualities, atidk measurements coupled with aggressive adaptation can
its PGOS self-regulating data routing and scheduling algorithrause overlay instability, while conservative adaptations may
can utilize both multiple or alternate overlay paths to satisBxperience low performance. The proposed solution is to use
different video layers’ utility requirements. The outcome isxponential smoothing to capture the long term performance
improved smoothness of video playback, despite the variabt#- a link, thereby distinguishing persistent from temporary
bit-rate nature of layered video. The additional techniquetanges. Our approach differs in that it exploits knowledge
described in [11] can be used to further smooth such variabéout noise rather than suppressing it, for example, by map-
bit-rates, thereby attaining a constant transfer rate for egming critical data flows to less noisy links.
time interval in the transmission process. The ability of overlay networks to provide differentiated
A useful extension of our research for video streaming itata delivery services requires certain levels of independence
peer-to-peer networks might use the techniques describedrnirunderlying network links’ packet losses, changes in band-
[33], which suggests the use of ‘Hill-building’ algorithms towidth, etc. For the Internet, [2] shows that there is a reasonable
deal with source disconnection and with substantial changediegree of loss and failure independence across different links.
client download rates. While earlier video portions are beifgeasurements on Planetlab [9] and our own analyses of Plan-
played back, these on-line algorithms continuously pre-fetellab active probing trace and NLANR passive measurement
video in small variable quality ‘chunks’ to best use currentlyfraces show that there are reasonable degrees of bandwidth
available bandwidth, minimizing the sum of the squares of tliedependence for different Internet links.
number of layers not used in video playback. A basic contribution of the PGOS algorithm is its ability to
OverQoS [42] describes the general idea of using overlageedict future network behavior. [50] points out the difficulty
and admission control to deliver video across the Internetf predicting bandwidth in wide area networks, studying the
OverQoS uses a Controlled-Loss Virtual Link (CLVL) abstradikelihood of observed bandwidth remaining in a region for
tion to bound the loss rate observed by a traffic aggregatehich the ratio between the maximum and minimum observed
Performance gains are achieved by FEC (Forward Error Cegrlues is less than a factor pf We adopt a similar approach,
rection) and conditional packet retransmission in the form assuming that it is difficult to predict the exact value of
ARQs (Automatic Repeat reQuests). In each CLVL, bandwidthroughput in the next time interval (e.g., in the next second)
less than the total available bandwidth can be achieved famd instead, providing statistical guarantees for predicting the
a subset of the OverQoS flows, with high probability, buistribution of throughput in the near future. Interestingly, as
potentially at the expense of other flows. In contrast, thehown in [34], it is easier to make guarantees about RTT.
PGOS algorithm controls path usage with a more general lifinally, we also leverage the substantial research on measuring
abstraction that is able to provide statistical guarantees for betrailable bandwidth described in [17,29]. Of specific relevance

Il. RELATED WORK



to this paper is recent work presenting more accurate metricse the deployment features implemented as part of the ‘in-
and algorithms to measure the variation of end-to-end availallansit’ information flow infrastructure described in [21]. A
bandwidth [30]. third way is to directly use IQ-Paths as the transport layer for
applications, as with the I*-GridFTP implementation used

in the evaluation section of this paper.

The goal of 1Q-Paths is to provide a general framework
for routing, scheduling, and processing streams of application-
Applications | level messages. Generality is established by layering 1Q-Paths
‘beneath’ the different messaging models used by end users,

I1l. SOFTWARE ARCHITECTURE OF THEIQ-PATHS
MIDDLEWARE

with 1Q-Paths and (2) interposes the 1Q-Paths message routing
and scheduling algorithm between GridFTP’s parallel link
layer and lower level message transports. As a result, 1Q-

Cross-Layers PBIO Data 2 . i ) . .
. Echo Adaptation, | | MetaRep.Lib | 5 2 including the 1Q-ECho and in-transit models developed in
O c = e . .
58 Roting s ek our own research. A specific example is the”fQGridFTP
5% *Nodile” Module” | & S described in this paper, which (1) replaces its transport level
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Figure 2: Middleware Architecture. GridFTP (1) retains its ability to exploit parallelism in data

transport by simultaneously using multiple network links,

Data Streams From — while more importantly, (2) gaining the ability to adjust the
Anplistions FeedBack — | volumes of data being transferred to the current behavior of
Char:g;hﬂsﬁcsMonnonng / each single network link between source and sink, and (3)
L using overlay paths and path bandwidth-sensitive message
M_Ocmzn/ eray routing and 'sche_duling to better contrpl how data is streamed

across multiple links from source to sink.

L

. Output .
Routing and I\m_&%\ Important components of the 1Q-Paths middleware de-

Senecuing scribed in this paper are its Statistical Monitoring techniques
Char;’gg‘ﬂsﬁcs,mn%t\ ——————————— and its Routing/Scheduling algorithms. Figure 3 illustrates
Bk the structure of each 1Q-Paths overlay node and the dynamic
interactions of these software components. Specifically, the
77777777777 Statistical Monitoring component monitors the bandwidth
Overtay characteristics (i.e., bandwidth distribution) of each overlay
path and shares this information with the Routing/Scheduling
component. The latter routes applications’ data streams and
sub-streams to the appropriate overlay paths and in addition,
The software architecture of the IQ-Paths middleware fer each path, it schedules the data packets mapped to it.
depicted in Figure 2. It is derived from our substantiarhe goal, of course, is to route and schedule application-level
experiences with the 1Q-ECho [6, 7, 15] high performanamessages to continuously match the network loads imposed by
publish/subscribe infrastructure implementing channel-basé@ middleware to the available network bandwidths present
information subscriptions. 1Q-Paths leverages IQ-ECho’s suip-overlay paths, such that application-level metrics of stream
port for multiple transport protocols (e.g., TCP, RUDP, SCTRitility are met (e.g., probabilistic guarantees on the timeliness
and its monitoring modules for measuring desired netwodf data delivery).
metrics from middleware and in cooperation with certain The remainder of this paper ignores other components of the
transport modules (e.g., RUDP). PGOS routing/schedulin@-Paths middleware, referring the reader to a more complete
module aggregates such runtime measurements in orderdéscription of the system in [7]. We next describe the manner
schedule application packets across multiple overlay pativswhich bandwidth guarantees are attained.
Unlike ECho, however, 1Q-Paths is realized at a layer ‘below’
the publish/subscribe model of communication. Namely, 1Q- V- STATISTICAL BANDWIDTH PREDICTION AND
Paths manipulates arbitrary application-level messages flowing GUARANTEES
from data sources to data sinks. Whether such messages afghe PGOS algorithm presented in Section V provides
described as pub/sub events or in other forms is immaterial an end users predictive guarantees that with some large
to the research described here. Similarly, 1Q-Paths is nmiobability, application-level messages will experience certain
concerned with how source-to-sink links are established. I#vels of bandwidth across certain overlay paths. Toward this
supports both direct source-to-sink links and more complexd, for each overlay path, 1Q-Paths network monitoring (1)
linkages that utilize overlay networks to route messages atndcks the past distribution of path bandwidth, and (2) uses the
process them ‘in-flight’ on their paths from sources to sinkpercentile points in that distribution as the bandwidth predictor.
One way for end users to establish such linkages is via I@he PGOS algorithm then uses these predictions to judiciously
ECho’s ‘derived channel’ abstraction [15]. Another way is tonap application-level messages across overlay paths. This

Overlay Node Fes

Figure 3: Structure of 1Q-Paths Overlay Node.
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section explains (1) and (2) in more detail. The validity oflaemon for data routing. There may exist multiple distinct
our approach is demonstrated in Section VI-A, which showmthsP7,j = 1,2, ...L, between each server and client, where
that the efficacy of the PGOS statistical bandwidth predictd’ = (V7 E), VI = {vg,v1,..05,vp # vgif p # ¢}
is much higher than that of predictors for average bandwidtind £/ = {vgv1, ..., vp—1vk, Wherev,v,1 € E,for all 0 <

Comparison of average with statistical bandwidth predicp < k — 1}. As in [42], we make no assumptions about
tion: For each specific overlay path, frequent bandwidth vaihe placement of overlay nodes in the network. Rather, we
ation makes it difficult to predict the exact values of averagessume that the middleware has determined some suitable
available bandwidth in the near future, both for very shoplacement [22].
timescales like milliseconds and for the second timescales afor each overlay link, since network bandwidth varies over
which IQ-Paths operates. The idea of statistical predictiontise, the service time of each application-level message is not
to leverage rather than suppress such variations, in orderktmwn a priori and varies over time. The specific problem
provide to applications probabilistic bandwidth guarantees likeldressed by the PGOS algorithm is further illustrated in
the following: for some large value aPy, we can find the Figure 4, where multiple stream%’,j = 1,2,...N must be
value of bwg, such that the probability?(bw > bwg) > Py. transmitted from Serves to Client ¢ with ‘best’ predictive
While predicting the exact value of future bandwidth is hargherformance guarantees. Figure 5 illustrates a server that
statistical prediction relaxes the prediction requirement keliver multiple streams (in Queue 1, 2, ...) to a client via
asking if we can obtain certain amount of bandwidth with higbverlay paths 1, 2, etc. In this model, there is one scheduler
probability. Because of the IID nature of available bandwidtland L path services (each service corresponds to one overlay
statistial prediction has much smaller prediction error than apath used to deliver packets, with service raté)).
erage bandwidth prediction. Furthermore, statistical prediction
also captures the service-level objectives of many applications,
including multimedia and scientific codes, answering questions
like: ‘can some stream obtain specific amounts of bandwidth
most of the time?’

Another useful attribute of statistical prediction is its ability
to retain certain information of potential value to end user —
applications. Specifically, when predicting average bandwidth, Router Node
using a larger timescale for average time may reduce pre- ) ) ]
diction error in some cases, since this effectively appliesfadure 4: Overlay Routing and Scheduling Algorithm Frame-
smoothing filter to the available bandwidth time series. St#/OrK-
tistical bandwidth prediction, in contrast, retains information
about bandwidth variation, so that end users can be told, for sveam1
instance, that some non-congested path can provide stable
available bandwidth, whereas another path provides the same ]]g;;]]\fﬂf; and

level of bandwidth with much less stability (i.e., with higher T2 Scheduing

uter Nod

Router Nod le

path PL, Rate r(t)

\\‘*\\path Pi, Rate ritt) .=

Path Service 1

i
| Overlay Path 1
u

Path Service 2

Vi)
| Overlay Path 2
(overayranz)

potential losses). 1Q-Paths recognizes this beneficial property @
of statistical vs. average bandwidth prediction, exploiting it

Path Service L

to better map different application-level data streams across Steam N ‘

overlay paths with stable vs. less stable bandwidth properties. ’

A concrete example is to use a stable path for critical data

in remote program steering [43] and a less stable path for L]

additional information about the state of the remote application

being steered. Figure 5: Routing and Scheduling on the Server.

Applications specify stream utility in terms of the minimum
V. THEPGOS (VERLAY PATH GUARANTEE AND bandwidths they require, or using Window-Constraints [46]
SCHEDULING/ROUTING ALGORITHM requirement. A Window-Constraint is specified by the values

This section describes the Predictive Guarantee Overlay and y;, wherey; is the number of consecutive packet
Scheduling (PGOS) algorithm, first discussing the genemlrivals from streamsS; for every fixed window, and; is
algorithm framework, then clarifying the concept of predictivéhe minimum number of packets in the same stream that

guarantees and describing the algorithm itself. must be serviced in the window. The idea, of course, is
to guarantee to an application that at least some minimum
A. General Framework number of packets in each time window will be serviced.

An overlay network like the one in Figure 1 may bdJtility formulations like these have been shown useful widely
represented as a graghh = (V, E) with n overlay nodes useful, ranging from scientific applications (to limit buffering
and m edges. An overlay node may be a server (i.e., dat@eds), to multimedia applications (to reduce jitter), to real-
source) running on some host, a client (i.e., data sink), ortime applications (to limit numbers of missed deadlines). In



the high performance domain, such guarantees are useful foraple I: Precedence among packets in different streams.
control traffic (to limit the number of late control messages),

for data traffic (to reduce buffering needs for high end data Packet Ordering
treams), and to distinguish the criticality of data transmission 1. | pkts scheduled on current path.
S et g Yy 2. pkts scheduled on other path:
across multiple data streams. 2.1 | Earliest deadline first.
The dynamics of the underlying network make it difficult 2.2 | Equal deadlines, highest window constraint first.
; s ; ; 3. pkts not scheduled:
to satisfy the minimum bandwidth guarantees required by 3T Earliest deadine first.

the utility specifications described above, including for the 3.2 | Equal deadiines, highest window constraint firkt.
guarantees associated with each scheduling wintigw\We

address this issue by asking applications to specify additional N , .
requirements of the following nature: ensure that a windo)® deadline ‘violation bound’ guarantee provided by PGOS,

constraint is met with some large probabilifj(e.g. 95% where Z is the number of packets that miss their deadlines

99%). This also means that 95% of the time, the use'déj_rin_g _one_schedulin_g Wir_ldow, given the rate distribution
minimum bandwidth requirement will be satisfied. Given thedg’ (") in this scheduling window: o
specifications, assuming a packet sizesphnd denoting the _ -€Mma 2:Given available ba?dW|dth distributiodt” (),
available bandwidth over a given path b¥(#), or simplys, £[Z] is bounded bys; - F(by) — % - M{[bo], whereb, is the
(1) the available bandwidth distribution is described as the dgauired bandwidth of Strearsi;, by = xis/t.,, and M bo] is
mulative distribution function’ (b) = P{avail_bw € (0,b)}, the mean ob for all b < bo. Bqth E7(bo) an,dM[bQ] can .be
and (2) the service rate of the path service j is described egsily computed from the available bandwidth distribution.
ri = ri(t), wherer? varies over time. 2) Guarantees for multiple overlay path®y combining

the properties of multiple paths, PGOS can provide better
B. Predictive Guarantee Overlay Scheduling/Routing Alg@uarantees to applications than those achievable on single
rithm paths. This is particularly relevant to large data transfers,

The Predictive Guarantee Overlay Scheduling/Routing Avhere the parallelism achievable across multiple paths can be
gorithm (PGOS) supports two types of guarantees for streaged to speed up data transfers as well as desired ‘in flight’
utility specifications: probabilistic and ‘violation bounded’ processing.

The former states that with some large probability stream In Section V-B.1, two types of guarantees are developed for

S; will receive the required bandwidth on the selected patBach a single path. As a result, we can quantitatively evaluate
It also means that the streas} will receive the required each of the overlay paths connecting the same server/client pair
bandwidth for at least00P% of the time. The latter states thatand choose the best overlay path to deliver a particular stream
the average number of packets that miss their constraint durifig Based on these guarantees, we now describe an overlay
each scheduling window can be bounded. In this section, vi@iting and scheduling algorithm that maps multiple streams

first define a single path selection algorithm for predictivacross multiple paths, as depicted in Figure 4. The algorithm

guarantees and we then extend it to a scheduling algoritis¢hedules all packets of strearfigi = 1,2,..., N such that

that operates across multiple overlay paths. the best guarantee is provided for the timely delivery of high

1) Single path guaranteeThe idea of single path selectionutility streams, while other streams are delivered with less
is to choose the best path among all candidate paths fdfingent guarantees. The PGOS algorithm, therefore, consists
streams;, with some desired guarantee. Single path selectioh two parts: (1) utility-based resource mapping and (2) path
is important because there exist streams that are not easilyting and packet scheduling.
mapped across multiple paths, an example being a stream a) Utility-based Resource MappingThe resource map-
with tight deadline/bandwidth requirements which would havging part of the PGOS scheduling algorithm (see Figure 6)
to cope with synchronization issues and out of order arrivdisds the best proportion of strea$; to be delivered via
when mapped across multiple paths. path P7(resource mapping. The result is the generation

a) Probabilistic guarantee The following is the prob- of a scheduling vectorwhich is then used for routing and
abilistic guarantee provided by the PGOS algorithm. Fecheduling stream packets across multiple paths. The resource
brevity, all proofs appear in the appendix: mapping step is executed when a new stream joins (or an

Lemma 1:Suppose during timét, ¢ + ¢,,), wheret,, is existing stream terminates) or when the CDF of some path
the length of the scheduling window, the available bandwidtthanges dramatically. A single resource mapping typically
distribution of serverj is F7(b/). Then, with probability persists across many scheduling windows.

P = 1— Fi(x;s/t,), it is guaranteed that; packets will During each scheduling window, PGOS schedules packets
be served during the scheduling windayy. based on the current scheduling vector and the stream prece-
Note that this guarantee essentially bounds the probability aénce listed in Table I. This table maintains the statistically
insufficient throughput by (z;s/t.,) optimal stream division scheme, while also utilizing additional

b) ‘Violation bound’ guarantees Another useful available bandwidth whenever possible. For example, given
application-level utility specification is to bound some vitwo overlay paths’ available bandwidth distributi@¥ (; =
olation, such as the deadline miss rate. The following is2), and two streamsS;(« = 1,2), the table is set up to



updateCDF(); /*update CDF using bandwidth/lossrate measurement in last scheduling window*/
if(previous scheduling vectors doesn't satisfy currentGDF)
[*this happens when new stream joins or CDF changes dramatically*/
3. Find best scheduling shaiy’ ;
/*Tp{ is the number of packets belonging to streamnd scheduled to be sent on pati
/*now rebuild scheduling vectors:*/
for(i =1; i < N; i+ +){
for(j =1, < L; j 4+ +){
6. Tp+ = Tp?; or path lookup vector*/
[*rebuild path lookup vector:*/
IInsert deadlines corresponding to Tpi(j) intéD?*/
UpdatePathDeadlineVector0?, Tp?).
}

[*build path lookup vector*/
10. V P=PathSchedVectdf{p’);
[*convert deadlines to stream scheduling vector*/
11. VS [|=StreamSchedVectdr(D []);
H*end of scheduling vectors update(when necessary)*/

N

S

©®oN

12.  while(in current scheduling windoy)
13. path=GetNextFreePath(V"p); /*get next path according to V'p and path’s backoff statusf/
[* get next packet to send based onsip]*/
14. if(getNextScheduledpkt(€[p]))
15. sendpkt(path, pkt);
16. else if(pkt=getNextUnscheduledPkté&Y){
[*other unscheduled pkt. Precedence rule 2 and 3.*/
17. sendpkt(path, pkt);
18.
19 }

Figure 6: Scheduling Algorithm.
divide each streant; into two sub-streams} + SZ, where z; = Zle a) and 2! = vazl zJ. An alternative approach
S} will be sent via path 1 and? will be sent via path 2, such is to find a feasible division scheme without considering the
that their required performance guarantees are met. Note tbatering of E[Z;] and solve a mixed integer linear program-
S? could be a null sub-stream, if necessary. We will séfid ming problem(MILP). However, this is not desirable since it
and S} via path 1, and send? and S3 through path 2. may divide some important stream (e.g., a control stream)

Stream precedence is determined by the probabilities witHo multiple sub-streams, thereby causing synchronization
which different streams’ bandwidth requirements must be méf)d delays due to potential packet re-ordering across multiple
If streams S; desire to receive their required bandwidth@verlay paths. It is also an N-P hard problem. A detailed
100P,% of the time, then PGOS first finds the path that canalysis of alternative approaches and their comparison are
satisfy the requirement of the most important stream (wifeyond the scope of this paper.
highestP;), then finds the path for the second most important

stream, and so on. If there does not exist a single path that P) Path Routing and Packet SchedulingWhile it may
can satisfy streans,’s requirement, then the strea} is be computationally complex to find the best possible resource

divided into multiple partsS? if this can satisfy streans;’s Mapping, this fact that does affect fast path PGOS perfor-
requirement. If this still fails due to limited bandwidth, afance. Here, during each scheduling window, PGOS needs to
upcall is made to inform the application that it is not possibfgchedule packets according to the resource mappings encoded
to schedule this particular stream. The application can rediBeScheduling vectors and according to the precedence table
its bandwidth requirement (e.g., frof%% to 90%) or try to (see Taple I)._ Thg efficient data structures used by PGQS
adjust its behavior to the limited available bandwidth [7]. &€ depicted in Figure 6: the scheduler has a path routing

Wh deadli olation bound tee is desi P\\(/;gctorVP, and each path service has one stream scheduling
en a deadine violation bound guaraniee 1S Gesir€g i,y The scheduling vectdr encodes the currently best
PGOS works in a fashion similar to the probabilistic guar-

: . - resource mapping scheme derived by the resource mapping
antees described above. When one or multiple streams | Hép. The lookup vectov P is the vector the scheduler uses

PGOS begi_ns Wi.th new stream with the highest def"‘d”'f'gswitch between the different overlay paths. As derived in the
guarantee (i.e., witd/inimum[E[Z;]]), and attempts to find resource mapping step, pattis assigned:/ packets, so path

a path to meet its guar%mtee. If such a path does not exjsfs assignedz? virtual deadlinesD,[k] = t, /a7 - (k — 1).
PGOS divides streams;(with z; packets) into multiple parts virtyal deadlines are used to maintain the desired resource
S?(with 2] packets) such thazjf:1 E[Z]]%: < E[Z;], where mapping proportion. That isy P contains the ordering to be
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used for visiting each path, based on virtual deadlines. the sending rate at the server side and the playing rate at
To illustrate, consider a concrete example with two streartise client side ber, andr,, and the network transfer rate

and two overlay paths. Streas has 5 packets in one schedulbe r(¢). Note thatr(¢) is the maximum rate the stream can

ing window that are mapped to path 1. Stredn has 10 achieve given background traffic and other competing streams.

packets in one schedule window, where 4 of them are mapgadaddition, the actual rate at the stream is sentn')(ttX) is

to path 1, while another 6 packets are mapped to path 2.dabject to the actual number of packets available during a small

this example, path 1 has 9 packets to deliver, and path 2 Hiase slot(t, t+t,,). Thus the actual number of packets sent out

6 packets to deliver. Thus, VP=[1,2,1,2,1,1,2,1,2,1,1,2,1,2,@uring time(t,t +t,,) is MIN{Bs(t7)/s+ tyrs(t), tur(t)}

When the scheduler switches between the overlay paths, #ma the actual rate the receiver receives is

path lookup vector ensures that three fifths of the time, it will , B,(t7)

visit path 1, and two fifths of the time, it will visit path 2. r(tt+te) = MIN{— - +rs(t),r(t)} 1)

Stated more generally, when the scheduler visits patit If the sender buffer is limited to a maximum buffer size

uses the stream scheduling lookup vectdi$’ to select the B then th I p i i o
streams to which to send packetsq is essentially a lookup ~s-MAX» en the value oB, () at any timet + ¢, is given

table where each row corresponds to one path). The loo
vectorsV' S’ are based on the deadlines of all of the packets, (t + t,,) = MIN{(ry — r (t))tw + Bs(t7), Boarax} (2)
(from multiple streams) to be sent on pathin the example,
path 1 has nine packets, and the deadlines of these 9 packet Bs(t) is unlimited, then the value aB;(t) att is given
are for Sy, So, Si, S2, S1, S2, S1, So, and Sy respectively. by
Thus,VS!' =[1,2,1,2,1,2,1,2,1,2,1]. -

While usingV' S for path mapping, PGOS schedules packets B,(t7) = / (rs — r (t))dt 3
based on botlV P andV' S. That is, once it has selected path 0
j, PGOS sends packets over it accordind/’t®. Specifically, it By formalizing this process as a M/G/1 queuing system and
selects a packet to send based on the stream scheduling loaksipg the Pollaczek-Khintchine formula for the average time
vector V.57 and the precedence table (Table I). First, it sendsch packet spends in the queue, the average sender buffer
the packet scheduled on the current patbme other path that size can be obtained as:
has the earliest deadline. Equal deadlines are broken by the r2 . B[S
window constraintz/y (highest window constraint first) and E[B,(t)] = m7 (4)
further ties are broken arbitrarily. When all scheduled packets 3
have been sent out and there are still free paths to utilizéhereS = 1, and E[S?] = Var(S) + (E[S])%
PGOS sends out other unscheduled packets according to their
deadlines and window constraints. Whenever a path is blockediFrom formula 4, it is clear that given two possible paths
the scheduler switches to the next path immediately, in ordar scheduling schemes with the same average available band-
to best utilize other available resources. Because of the higidth, the routing/scheduling scheme that minimize the vari-
cost of blocking, timeouts and exponential backoff are usedation of S,Var(S), will ensure the minimum average sender

avoid sending multiple packets to a blocked path. buffer size E[B;(t)]. Intuitively, packets are accumulated in
The following theorem states more precisely the guarantebe sender buffer when the transfer ratg) is lower than
provided by PGOS: the sending rater,, and PGOS reduces this buffer size by

Theorem 1:If there is a feasible schedule for PGOS tdinding the best routing/scheduling scheme that can provide
deliver streamsS;,i = 1,2, ..., N over pathsP?,j = 1,2,...L the required sending rate most of the time. When the used
during scheduling windowt, t+t,,), then streanb;’s window sender buffer size is low, it also means that the packets
constraint will be met with probability?;. are not delayed in the buffer, and the receiving rajeis

) i close to the sending rate; without bursty transfer, so a
C. PGOS Buffer Size Analysis minimum number of packets are required to be buffered before

By providing stable bandwidth to applications, PGOS algglayback. In addition, undesirable delays in playback are
reduces the server buffer size, which is particularly desiraliess possible. In comparison, if we only considered average
for heavily loaded streaming servers. Further, it reduces thandwidth measurement and prediction, without considering
client buffer size required for smooth playback, which ithe statistical structure of available bandwidth, we cannot
important not only for client delays experienced in real-timdistinguish different scheduling schemes leading to different
streaming, but also to reduce waiting time before playbatdwvels of bursty transfer and different server/client buffer size
for stored video streaming. Intuitively, all these are madequirements.
possible by consistently delivering data from server to client
at some required bandwidth, resulting in only a small number
of packets delayed in the server buffer or in the network. This section evaluates I1Q-Paths with three types of applica-
Formally, considering a single stream'’s buffers at server atidns: (1) the SmartPointer system [49] for distributed collab-
client, let these buffer sizes bB,(t) and B,.(t) respectively, oration and interactive program steering, (2) the GridFTP [14]

VI. EXPERIMENTAL EVALUATION



implementation for reliable parallel data transmission in wide From these experiments and for representative distributed
area networks, and (3) a prototype implementation of MPE@pplications, we determine two facts. First, in practice, an
4 Fine-Grained Scalable video streaming. Our testbed enapplication is typically less interested in the average bandwidth
lates a realistic wide area setting, using the EmuLab facit-receives over a long period than in the fact that it can receive
ity [25]. NLANR traces are used to inject representative crosis required bandwidth consistently most of the time. This is
traffic [12]. precisely the question that is answered by our probabilistic
The first experiment shown below evaluates our methods faandwidth prediction methods. Second, such statistical guar-
statistical prediction of network bandwidth. Next, the PGO8ntees are easier to make than guarantees on available average
algorithm is used to map application-level data streams acrdssdwidth, because the majority of available bandwidth or
multiple overlay links, and its performance is compared to thetaximum throughput on Internet paths is IID [50]. As a result,
of the widely used fair queuing scheduling algorithms (WF@e exact value of average bandwidth in the near future is
and MSFQ). We also compare the performance of parallehrd to predict, but the statistical structure of bandwidth can
file transfer using GridFTP vs. K'-GridFTP, which is our be predicted well. Simply speaking, if in the last 5 mins., the
implementation of GridFTP based on the original GridFTROth percentile of bandwidth is 10Mbps, then with a large

and PGOS. probability, the bandwidth in the next 1 second will be higher
than 10Mbps. The measured low prediction failure rate directly
0.25 i ifi i icti
. B Mean Prediction Eror justifies our usage of percentile prediction.
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Figure 7: Bandwidth Prediction.

A. Bandwidth Prediction Analysis Figure 8: Testbed. The link connecting each pair of nodes
. ] o is fast ethernet. Cross traffic is injected by Node N-9 to N-
Figure 7 illustrates the results of predicting average bangls Overlay routers are placed at Node N-4 and N-5, so that

widths vs. the statistical predictions used in our approatyeriay paths and cross traffic paths share the same bottleneck
Here, we analyze more than 8GB of IP header trace fl|9§_3 to N-5 and N-2 to N-4).

from the National Laboratory for Applied Network Research

(NLANR). The traces were collected at a number of loTable Il: Importance of choosing the right path to meet service-
cations of the Abilene (Internet2) and the Auckland netevel objectives. ‘95%’ means the 95th percentile point.
works. The mean prediction error is the average relative Throughput Jitter(ms) | interval(ms)
error ((predicted value — actual value)/actual value|) of 95% 99% mean | std | mean] std
several widely used average bandwidth predictors (i.e., MA,| Atom-pathb | 2.4748 | 1.927 | 1.7 | 6.1 | 3.97 | 9.9
EWNIA and SWA). From Figure 7, the common average band:  ACT3ale | 258 | 52022 1082 | 131 58 109
width predlctors have a roughly 20% of predlctlon error. Simi- Bondl-patha| 22.0442 | 22.0303| 0.83 | 1.3 | 3.99 | 0.9
lar error ranges are also reported in [50]. On the contrary, our
statistical prediction method (percentile prediction) achiev
less than a 4% prediction failure rate. The percentile predicti
failure rate is the number of prediction failures divided by the The PGOS algorithm embedded in the 1Q-Paths middleware
total number of predictions. For these experiments, we fiist used with three applications: the SmartPointer system for
calculate the distribution of N (e.g., 500 and 1000) sampledistributed collaboration and steering of computational appli-
where each sample is the bandwidth measured in 0.1 tccdtions, GridFTP, a high-performance and reliable data transfer
second. Then, since we are particularly interested in whetheptocol widely used in the Grid community, and MPEG-
a path can guarantee certain throughput for 90% of the timeFine-Grained Scalable video streaming. We configure an
(or for 80%, 70%, etc), we find distribution D’s 10th percentil&Emulab [25] testbed in which the overlay server N-1 has two
as X(Mbps), and test whether the next n (n=5 to 10) samplegerlay paths to reach the client N-6(Figure 8). Background
are larger than X. If they are, a successful prediction occutsaffic is generated from NLANR traces. The background
and if not, a prediction failure occurs. traffic and data traffic share the common link between N-3 and

S . .
§1 SmartPointer Experiments
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T pompana, for 99% of the time, it can obtain at least 99.7% of its required
— Sondi pane | bandwidth. At the same time, stream Bond1 is able to obtain at
least its required bandwidth for 90% of the time and at least
99.69% of its required bandwidth for 99% of the time. For
comparison, if we choose path B, which has higher average
available bandwidth than Path A, stream Atom can obtain its
required bandwidth for only 44% of the time, and for 99% of
the time, it can only obtain 59.46% of its required bandwidth.
Stream Bond1 can obtain its required bandwidth for only 59%
of the time, and for 99% of the time, it can only obtain 58.94%
R of its required bandwidth. This means that the two streams
R awc can't obtain their required bandwidths most of the time. This
) results in bursty transmission behavior, large queue lengths on
Figure 9: Throughput on each path. Although path A has legg server side, and higher jitter, none of which are desirable
mean available bandwidth than path B, it is preferable f@s; this remote collaboration application. Note that low jitter

streams ‘atom’ and ‘bondl’ o is particularly important for real-time applications like remote
ol | /ﬁj | scientific visualization, as it provides smoother data streaming
' | | and also reduces total buffering. As shown in Table I, the
two streams can achieve much lower average jitter and lower
standard deviation in jitter if PathA is chosen instead of PathB
(0.82 vs. 1.7 for average jitter and 1.3 vs. 6.1 for standard
deviation.)

This experiment demonstrates the importance of assessing
the distribution of available bandwidth to meet application-
level service requirement vs. assessing average bandwidth
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oaf / values. When we transfer large data volumes, average band-
o T width is one important factor, but it is not a sufficient one.
THroughpu(HpS) Specifically, by using the distribution of available bandwidth,

. . PGOS can find the path to transfer application data that
Flgure 10: Throughput CDF on gach path. Bandwidth on paﬁ%s the best predictive guarantee. We next discuss further
B is more dynamic than bandwidth on path A. improvements in attainable end-to-end bandwidth, by using
N-5, and the link between N-2 and N-4. All link capacities ar®GOS to schedule traffic across concurrent network paths.
100Mbps, which is the current up-limit of Emulab. 2) PGOS evaluation: The second experiment evaluates

1) Importance of choosing the right pathe first evaluate PGOS with multi-path message routing and scheduling. The
the importance of choosing the ‘right’ path for an application’surpose is to see how the algorithm can guarantee some
data streams. In this evaluation, cross traffic based on trax#ical stream’s required throughput while also providing high
files obtained from NLANR is injected into two overlay pathsthroughput to non-critical streams. Consider the SmartPointer
The average available bandwidth on Path B is higher than tlsa&trver issuing three streams (Atom, Bondl, and Bond2) to
on Path A, but it has larger variation compared to Path A. Twemote clients. Streams Atom and Bondl are data about all
streams of the SmartPointer (streams ‘Atom’ and ‘Bond1’) astoms and those bonds that are in the observer's immediate
transferred from Nodel to Node6 over either of these twgraphical view volume, whereas stream Bond2 contains the
overlay paths. Results are depicted in Figure 9. In this figufeonds outside the observer’s current view. Therefore, Streams
the time series of Atom-PathA and Bondl-PathA are thtom and Bondl are important and must be delivered in real-
throughputs of streams Atom and Bond achieved if we utilizene (25 frame/sec) for effective collaboration, but stream
Path A, and the time series of Atom-PathB and Bond1-Patt#nd2 is less critical (e.g., it may be important when the
are throughputs achieved by the two streams if we use Patbserver rapidly changes his/her viewing angle.)

B. Although Path B has higher average bandwidth, its higherThree on-line message transfer algorithms are evaluated and
variation causes unstable bandwidth with wide fluctuation. Tlvempared to meet this application’s needs: (1) transfer all
cumulative distributions of the throughput of the two streanteessages over one single path based on normal Fair Queuing
over two paths are given in Figure 10. Obviously, Path A caliVFQ), (2) transfer messages over two paths with fair queuing,
provide much more stable bandwidth than Path B. and (3) transfer messages over two paths using the proposed

The importance of choosing the right path based on the dBR&GOS routing and scheduling algorithm. For (2), we use
tribution of bandwidths instead of simply average bandwidtihe multi-server Fair Queuing (MSFQ) algorithm [3]. The
is summarized in Table II. If Path A is chosen to transfénput (utility requirements) to PGOS are 3.249Mbps with 95%
the two streams simultaneously, for 91% of the time, theredictive guarantee for stream Atom and 22.148Mbps with
stream Atom can obtain at least its required bandwidth, aB8% predictive guarantee for stream Bond1.
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Figure 11: Throughput Time Series Comparison of Three Algorithms.
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Figure 13: Throughput Achieved by Three Algorithms: Target, Mean, 95% of the time,
99% of the time, and Standard Deviation(represented by the vertical bars).

We also compare these results with a near-optimal off-liiethe the actual receiving rate is not equal to the required
algorithm, termed OptSched, which assumes that we knoeceiving rate in the past, it will send this streanB&49 + ¢§
available bandwidth a priori. Although this off-line algorithmMbps, whered is a dynamic variable based on past history.
cannot be used in practice, it can be used to gauge the absolteen the previous scheduling window’s receiving rate was
performance of PGOS. OptSched operates as follows. Firstleiss than 3.249Mbps, equals two times of the absolute value
maintains a vector of each path’s available bandwidth. Secoidl,the difference between the receiving rate and 3.249Mbps.
since it knows future bandwidth a priori, it schedules packelisthe receiving rate was higher thahn249 + gMbps, where
at the beginning of each scheduling window such that the is a very small threshold to stabilize this control loop,
application’s requirement of bandwidth can be ensured (e.delta is set to half of the difference between the receiving
3.249Mbps for at least 95 percent of the time). Note thatte and 3.249Mbps, multiplied by -1. Because this off-line
even if available bandwidth is known a priori and data is senptimal algorithm requires precise clock synchronization of
at the appropriate rate (e.g., at a speed of 3.249Mbps), the streaming server, the client, and the server introducing
receiving rate could still be slightly less or higher than theross traffic, it is evaluated via ns2 simulation.
sending rate because of competition among multiple flows.The results of using these four algorithms are depicted in
OptSched deals with this via a simple feedback control |00pigure 11. Figure 11a depicts the throughput of 3 streams
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attained by the WFQ algorithm on Path A, which has higher Taple 111: Routing/Scheduling Algorithms Comparison.
available bandwidth than Path B with larger variance. Multi-

Server Fair Queuing (MSFQ) can maintain the proportign Throughpui(Mbps) Jitter
of throughput shared by the three streams quite well (See 95 Perct.] 99 Perct | Mean [ Std. [ Target| (ms)
Figure 11b), but because of its inaccurate average bandwi {Ah:omF g-ggg g-%i ég?ﬁ 8-2233 g-gjg g-g
prediction, it fails to provide the required throughput to th Atgmp 3236 3516 324871 0.0150 3249 14
two critical streams Atom and Bondl. Both streams exhibita;omo 3.240 3539 | 3.2480| 0.0058| 3249 1.2
substantial throughput fluctuation. In comparison, the PGO®ondt 5.768 25690 105843 2.6348] 221481 5.0

algorithm successfully provides very stable throughput to thgsBond1” 10.248| 18.946| 22.1300| 2.2321| 22.148| 2.0

two critical streams. Furthermore, note that in Figure 11c, théondl” 22.068| 21.959] 22.1476| 0.0790] 22.148| 14

throughput of stream Bond2 is not compromised. This stred pond1® 22.138] 22.139] 22.1477] 0.0273] 22.148] 1.3
is divided by PGOS into two substreams (Bond2-PathA ahd21d2 18.297] T14.4B6] 33.7021] 8.3049] 70.320] 5.0

" Bond2” 52.446 51.76 | 59.0786| 8.0397 | 70.340 2.0
Bond2-PathB), and the average throughput of stream Borré%ondzp 25780 45.0381 5905881 95765 70.340 | 15

is almost the same as that achieved by MSFQ. Bond® 45757 45.019| 59.0583| 9.5587| 70.340| 15

The cumulative distributions of throughput of the three

streams ‘”Fder the thre_e algorithms are given n Figure 12, 6Vﬂ%ing the average throughput experienced by non-critical
a summarized comparison of these three algorithm appeargin,ams - A case in point in our experiments is non-critical

Table 1ll. Note that PGOS provides the two critical streams @lream Bond2. which still receives almost the same average
least 99.5% of their required bandwidth (denoted by ‘Target’ it'ﬁroughput unéler PGOS as under MSFQ

Table Ill) for 95% of the time. MSFQ can only provide about
87% of their required bandwidth for 95% of the time. For ‘ ‘
example, stream Bond1 requires 22.148Mbps, and the actual ’ MMVW
95th percentile of the achieved bandwidth is 22.068Mbps I )
under PGOS, but it is only 19.248Mbps under MSFQ. The

@
3 3

Throughput(Mbps)
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standard deviations of bandwidth experienced by the two crit- ZOW
ical streams appear in Table Il and Figure 13. Although stream ‘ ‘ it
Bond2 has slightly larger standard deviation with PGOS, the R % Time(Second) 100 150
two critical streams Atom and Bond1 experience much lower (@) GridFTP Throughput.
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standard deviations.

Both Fair Queuing and Multi-Server Fair Queuing try to
allocate bandwidth in a proportional based manner according
to predicted bandwidth, but they require exact values of end-
to-end bandwidth, which are hard to attain. Further, although
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both of these two algorithms can successfully maintain the I B e E— 0
proportion of the bandwidth allocated to multiple streams, (b) IQPC-GridFTP Throughput. Line DT3-All is the
they cannot provide specific bandwidth to a particular stream. throughput achieved by stream DT3(sum of throughput

In comparison, PGOS relaxes the prediction assumption, only ~ on two paths: DT3-P1 and DT3-P2).
asking if we can obtain certain bandwidth with some highigure 14: Throughput Achieved by GridFTP and &
probability. This is not only easier to predict, but also directlgrideTP
provides the functionality needed by applications. ) .

All three algorithms experience certain overheads whé&n GridFTP Experiments
routing single streams over multiple paths, because of packeGridFTP [14] is widely accepted as one of the common data
reordering and possible delays of head-of-line packets. PG@®&nsfer services available for high performance applications.
reduces this overhead by using a single path for one stre@me important extension to the FTP protocol implemented
whenever possible, especially for streams with higher piir GridFTP is its support for parallel data-transfer. The
orities. Simply speaking, unlike MSFQ which provides th&ridFTP standard represents this functionality by supporting
two critical streams less than required bandwidths when tB&AS (Striped Passive)/SPOR(Striped Data Port) instructions
network is congested and more than required bandwidths whenestablish multiple data connections. Parallel file transfer
the network is free of congestion, PGOS routes and schedulesn occurs using the parallelism options (like parallel-opts,
packets such that the two important streams obtain staldgout-opts) to the RETR (Retrieve) command. These options
required bandwidths no matter whether or not one path @ssentially determine the number of parallel connections to
congested. As a result, the application frame jitter is aldi® established and the layout with which the data is to be
reduced from 2.0ms (with MSFQ) to 1.4ms (with PGOS). distributed across these connections.

In summary, these experiments show that with PGOS rout-In this subsection, we present our experiences witi9Q
ing/scheduling, critical streams’ required throughput can &ridFTP, which strengthens our previous work [7] by in-
guaranteed most of the time. This is done without comproluding support for PGOS-enabled parallel file transfers. The
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T TP T ‘ transfer, but when the available bandwidth of any path is
o ] low, all types of data have to compete with each other. This
u T ] causes the important data streams to not receive their required
" oa ] bandwidths during these periods. Specifically, consider the
02l “on two curves for DT1 and DT2 in Figure 14a, which have
T . T aat much wider fluctuations compared to curves DT1 and DT2 in

. Thouapuibes) Figure 14b. Quantitatively, stream DT1 achieves 33.94Mbps
(&) GridFIP Throughput CDE. average throughput using GridFTP with a large standard

deviation (1.4297), while using K"-GridFTP, it achieves
34.55Mbps average throughput with a small standard deviation
(0.4040). Similar results are observed for stream DT2. Note
that here the network can provide almost the total throughput
required by the application. If the network cannot provide such
I T throughput,'then the twq streams DT1 and DT2 obtain even
(b) IQPC-GridFTP Throughput CDE. less bandwidth using Grld_F'I_'P, as they_ have to compete Wlth
stream DT3 for the same limited bandwidth. In summary, with
Figure 15: GridFTP and I€-GridFTP Throughput CDF pGQS, IQ%-GridFTP can protect more important streams
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Comparison from competing with other less important streams, while also
Table IV: GridFTP. scheduling less important streams to be delivered when there

SFeam ThrougRpUE(MBPS) exists suffipient bandwidth. Applipation; have full control
Name [ Target| 95 Perct.| Mean | Sid. over deciding how much bandwidth will be allocated for
DT10 3456 | 31.431] 33.9411] 1.4297 a particular stream and what kind of guarantee is for each
DT1P 34.56 33.869 | 34.5505| 0.4040 stream.
DT29 25.60 23.282| 25.1415| 1.0590
DT2" 2560] 25094] 25.5990] 0.2993 D. Multimedia Streaming Experiments
DT3° 76.80 69.393 | 75.4246| 3.1770
DT3" 76.80| 65.287] 74.3577] 4.7668 Video and audio streaming over the Internet are known to be

important applications. Because the dynamic behavior of the

IQPE-GridFTP implementation generalizes the publicly availnternet makes it difficult to provide consistently good quality
able wu-ftpd [16] server to support the GridFTP protocd!f streaming video/audio, layered coding and multiple descrip-
extensions for parallel transfers and implements the Partitioné@n (MD) provide layers of encoded video. Both layered and
and Blocked data layout options to distribute file contentdD coding can leverage the QoS enhancements offered by
across the connections in addition to the PGOS layout. AGOS, and in this section, we evaluate the performance of
partitioned data layout is one where contiguous chunks of fiGOS used with MPEG-4 Fine-Grained Scalable (MPEG-4
are distributed evenly across all the connections for transfES) layered video coding [1].
while a blocked data layout is one where data blocks (each ofThe MPEG-4 FGS framework consists of a base layer and
size block-size) are distributed in a round-robin fashion. one or two enhancement layer. The base layer is generated by
We use a climate database in our experiment as simufaetion estimation/motion compensation and entropy coding
tion of the Earth System Grid 1l [13]. Each record in thigvith fixed quantization step size. The SNR FGS enhancement
database has three data components: (1) the numeric dayg&r adds DCT coefficients with reduced quantization step
(approximately 172.8KB and denoted by ‘DT1’), and (2) andize and leads to more accurate DCT coefficients and higher
(3) are low resolution images (128KB, and denoted by ‘DT2Yideo quality. The Temporal FGS enhancement layer improves
and high resolution images (384KB, and denoted by ‘DT3’J¢emporal resolution by providing a higher frame rate and
respectively. GridFTP and I-GridFTP are configured to smooth motion. The base layer is the most important set of
concurrently transfer file records across two TCP connectiofigta, and its bandwidth requirement should be consistently
over two overlay paths. For such transfers, we want to ensy@vided for smooth playback. Receivers can subscribe to
that the numeric data and low resolution images receive thes many enhancement layers as possible to maximum video
required bandwidths of at least 25 records/second for reghality, but these layers are less important and may be dropped
time data streaming. In addition, we also want to fully utilizet when there in insufficient available bandwidth.
bandwidth to transfer high-resolution data. The base layer and the enhancement layer require
Experimental results are depicted in Figures 14 and 164820Mbps and 11.2901Mbps average bandwidths, respec-
From these measurements, it is apparent thal“i@ridFTP tively. Since encoded video exhibits variable throughput, the
can ensure that the streams DT1 and DT2 receive their requineplut parameter for PGOS is a 95% prediction guarantee of
bandwidths consistently, while stream DT3 is transferred 422Mbps for the base layer, which corresponds roughly the
fast as possible. In comparison, standard GridFTP splits t8& percentile of the actual bitrate of the base layer. There is no
dataset into blocks allocated to the multiple connections fogquirement for the enhancement layer, i.e., we would like to
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transmit the enhancement layer using the remaining available Table V: MPEG-4 EGS.
bandwidth.

Throughput(Mbps)
95 Perct.  Mean | Avg. Req.
— ‘ ‘ Base Layef | 0.81722] 1.3693|  1.4820
— gl Base LayeF | 1.2026| 1.4761] 14820
’ Enh. LayeF | 6.5250] 10.7690 11.2901
Enh. LayeF | 6.2031] 10.3910| 11.2901
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VIlI. CONCLUSIONS ANDFUTURE WORK
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(a) Multi-Servers Fair Queuing(MSFQ) This paper presents 1Q-Paths, a data streaming middle-
T ‘ ware that uses overlay networks to better serve the needs of
T ety | distributed applications running on wide area networks. 1Q-

15- Enh-Layer-path2

Paths employs statistical methods to provide to applications

predictive guarantees for the bandwidths available to them
i N ¥ N from the underlying network, for all paths in the overlay con-

e e S s T S e necting data sources to sinks. In addition, its PGOS scheduling

Throughput(Mbps)
N
5

@
T

.
K o T i 150 algorithm both suitably routes packets across overlay paths and
(b) PGOS schedules them across single and multiple (concurrent) paths,
Figure 16: Throughput Time Series of MSFQ and PGO®uUpling parallelism in data transfer with statistical bandwidth
Algorithms. guarantees.

The statistical prediction technique used in 1Q-Paths not
only measures average available bandwidth, but also captures
L the dynamic or noisy nature of the bandwidth available on
osf 1 overlay paths. As a result, IQ-Paths can provide to applications
L 08 ' ] both probabilistic and ‘bounded violation’ delivery guarantees.
S ol , | The former state that with some large probability stream
' ] S; will receive the required bandwidth on the selected path.
o T The latter state that the average number of messages that
Crhroughimeesy 41020 violate some constraint (e.g., miss their deadlines) during each
(a) Multi-Servers Fair Queuing(MSFQ) scheduling window is bounded.
T T T This paper uses 1Q-Paths to meet the needs of three rep-
o8 1 ] resentative distributed applications: (1) the SmartPointer real-
osr ! 1 time collaboration system, (2) multimedia data streaming, and
0ar / 1 (3) GridFTP. The integration of 1Q-Paths into these appli-
oot |/ — Base-tayor-pat 1 cations is facilitated by its design as a ‘model-neutral’ data
’ _ Eaerpane streaming layer underlying the application-specific communi-
e cation models offered by higher middleware layers, including
(b) PGOS the publish/subscribe model used by SmartPointer, the simple
Figure 17: Throughput CDF Comparison of Three Algorithm&lata transfer model used by GridFTP, and the data streaming
model used by the multimedia application.

Experimental results appear in Figures 16 and Figures 17 Several extensions of the proposed 1Q-Paths framework are
In Figure 16, the thick red line is the bandwidth of the encodexf future interest. The path characteristics collected by 1Q-
base layer, and the solid black line is the delivered bandwidBaths can benefit not only the applications shown in this
of the base layer. Comparing these two graphs, PGOS gqaaper, but may also be used by other multimedia or high
deliver about the bandwidth required by the base layer. performance data transfer methods. In addition, it would be
comparison, since mean bandwidth cannot be predicted wélkeresting to extend this work to content delivery systems that
with MSFQ, for some time, the achieved bandwidth of these overlay multicast techniques. For enterprise applications,
base layer is significantly less than the required video bitrataur current research is developing runtime methods for fault
More precisely, PGOS provides 1.20Mbps for 95 percent tilerance. Here, an intersting use of 1Q-Paths is to differen-
the time while MSFQ provides only 0.81Mbps for 95 perceritate data traffic required for replication from other traffic,
of the time (see Table V). Further, PGOS provides at legstrhaps dynamically varying reliability/performance tradeoffs
1.22Mbps for 93 percent of time which is very close to ouwith selective replication techniques. Another interesting topic
bandwidth guarantee requirement (i.e., at least 1.22Mbps ferto use 1Q-Paths to isolate the effects of fault tolerance or
95 percent of the time). In comparison, MSFQ provides atcovery traffic from regular data traffic, perhaps to avoid
least the required bandwidth for only 78 percent of the timé¢he additional disturbances arising during recovery. Finally,

L L L
0 2 4 6

; | . . . .
0 2 4 6 8 10 12
Throughput(Mbps)
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we will generalize to additional service objectives, such &)

message loss rate service guarantees. [26]
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APPENDIX
A. Proof of Lemma 1

Proof: Let the service rate over paghat timet ber’ (t).
Then the service rate cumulative distributiGH (r7) is:

T;8/tw
_ /O (i — btu/s) - f(b)d(b)

bo ¢ bo
i - b)d(b) — = - bfs(b)d(b
GI(rl)y = P{r<r)}=P{rs<ris} _OofB() ®) s /_Oo TB(b)d()

P{b<ris} = FI(ris). %) = Ii'Fj(bo)*%v'M[bO] @)

The probability thatz; packets will be served during the 0

scheduling windowt,, is

C. Proof of Theorem 1
P = Plzi <rtu} = Plzi/ty <7} Proof: Let the service rate streas} receives on pattj
= 1-P{r<wz/te} ber!, and streans; will obtain service rate; with probability
— (s — 1 — FI(p. . L .
L= G (@iftw) =1 = F(wis/tw). P!, S P/ = P,. X, is the actual number of packets delivered
j=1

U for ét:reamSi during the scheduling window,,, and among

Note that this is essentially bounding the probability Oifhese packetsY? packets are delivered through path
throughput violations. .

The probability thatx; packets will be served during the

B. Proof of Lemma 2 scheduling window for strears; is:
Proof:
xp — 1ty if x> it P = P <X;}=Pla; <X}, .,zf <X/}
Z — 1 w X K3 . w (6) I
0 if z; <7rit, . ,
= > P{al/ty < X] [t}

Let fg be the pdf of available bandwidth then we have e

L L

h = Y Plal/tu<rly=) P/ =P; ®)
E[Z] = / Z - fp(b)d(b) Jz_:l jz_:l
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