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ABSTRACT

In this paper, we present methodology to distribukes
temperature of gates evenly on a chip while simelasly
reducing the power consumption by using newly dexig
partitioning and floorplanning algorithms. This neartitioning
algorithm is designed to partition blocks with wedllanced
temperatures by altering the FM algorithm to ineluthermal
constraints. Then, the suggested floorplanning ritkgn can
assign specific geometric locations to the bloaksrdfine the
quality of the thermal distribution and to reducewer
consumption. The combination of these two new dlyms,
called TPO, is compared with the results of a cotigaal design
procedure. As a result, power is reduced by u®gé bn average
and a well-distributed thermal condition is achitve
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1. INTRODUCTION

Increases in clock speeds and power consumpgios denser
chips, augment the importance of cutting-edge \Vd&igns with
strong thermal restrictions. The thermal properti#sa chip
directly influence the reliability. Unevenly didirited heat
dissipation by gates in the chip may produce hotsspvhich can
reduce chip lifetime. To improve the reliability amy approaches
have been presented. These approaches are based
floorplanning and placement algorithms [1, 2, 312], Floorplan-
ning algorithms have been used to reduce thermebiley
problems and even power consumption [1]. The mayithesis
problem (MSP) models the thermal placement probkemal
suggests three algorithms to solve it [4]. A methocdtalculate
temperature based on power estimation for standzel
placement has been introduced [12]. The standdrdhmrmal
placement can be refined by a partitioning algamifB].
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It is also important to estimate the power stonption of a
chip. The estimated power consumption is used toulzde the
temperature of gates on the chip. Switching agtivased power
estimation method has been presented [8, 10]. & been
introduced to estimate power consumption in largguential
circuits [9].

The smaller the variations in temperature sgtthe chip, the
more reliable it is. These thermal restrictions laest addressed
early in the physical design of the chip. If thédsermal issues are
considered early in the design stage the optimieedits of these
design stages can be reserved throughout all déségn stages.
For example, the partitioning algorithm can redtice global
wires (= cutsize) among partitions. Then the rddoctn the
number of global wires is reserved in other stagéeorplanning
stage and placement stage. This gives the mairvatioti of this
paper.

Our project integrates these thermal resbrigtiright from the
beginning in the partitioning phase. Along with themal cutsize
driven gain movements in the FM algorithm [7], that
constraints are introduced which are tied in with-@xisting area
constraints. These constraints limit the minimund amaximum
temperatures of the blocks. Using the results ftioenpatrtitioner,
we further improve the thermal distribution of thkcks with
suggested floorplanning algorithm. The Al algoritirm[4] is
used as an initial solution of the floorplanningalthm. The
results of the suggested algorithm are comparduthvt results of
conventional approaches.

Our combined floorplanning and partitioninga@ithms are
dgiglled TPO. TPO showed reductions in power consiom fbor
all our input files while maintaining and even tima distribution.
Gains of up to 19% in power reduction were observed

The remainder of this paper is organized #svis. Section 2
presents the problem formulation including deforis, and the
thermal objective. In Section 3, the partitionngd athe
floorplanning algorithms are presented. Section #eg
experimental results and future works are discuss&gkction 5.
Section 6 presents our conclusions.



2. PROBLEM FORMULATION
2.1 Definition and notation

Decomposition of the complex system into seralibsystems
is necessary for an efficient design. Each subsystan be
designed independently and simultaneously to sppede design
process. The process of decomposition is calatitioning. The

system is called aetwork which can be viewed as a set of gates

or C cellscy, ..., ¢ connected by a set dbfnetsny, ..., . The set
of cells are placed in partitions that are madehypartitioning.
The cells have temperature values that depend amerpo
consumption and thermal resistance [12]. The teatpes of cells
is defined as followings:

Pmtal (1)
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where T; is the internal chip temperatur@, is the ambient
temperaturePy is the total power consumption of all cells, and
R" is the equivalent thermal resistance of the pankag

components (°GX). The temperature of partitions is defined as

the summation of temperature of all cells in thetipen. The
temperature of partitions can be closed to eacér diyr suggested
partitioning algorithm with thermal constraints. i called
thermal-balanced partitioning

In above equation, the thermal resistanceegahequire the
location information of cells. Therefore, the cafisthe partitions
need to get physical location information. Thegsisig of proper
location is callecplacementHowever, the partitions also need to
get their own location information. This step is llexd
floorplanning. By the proper floorplanning and matent, the
cell’'s temperature can be distributed evenly. itadedthermal-
driven floorplanning and thermal placement problefhe
thermal placement problem can be represented a&rs@ticture
problem (MSP) [4]. The MSP can also represent tiermal
driven floorplanning with an assumption that alttg®mns have
the same area and all cells in the partitions acatéd in the
center position of the partitions.

To solve the thermal-driven floorplanning gesh, the

window temperaturés introduced to detect the change of thermal

distribution by moving partitions dvlocks For example, a chip
has 12 partitions, and the partitions have tempegatalues and
are located arbitrarily in the Figure 1. In the W 1(a), the
window on a chip is shown as a shadowed area anwvitidow
temperature is the summation of the temperaturalloinside-
blocks (= 27). This window has highest temperatmreong all
windows. This window is calledottest windowAlso, thehottest
blockcan be defined as a block which has the highegteeature.
On the contrary, theoolest windovand blockcan be defined as
the same way. To measure the quality of the thedis&iibution,
Tuax Tmine T and standard deviation of the window
temperature are used.

TMAx = max(V\4), TMIN = min(\Nt )v TChip :TMAX _TMIN (2)
whereW, is the temperature of window in a chip. The statdar
deviation of the temperature of windows can be naefi as

following:
D~ > W, -ave?
"\ total#of windows
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where,aveis the average of the temperature of all windows.
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Figurel. An example of M SP [4] with 4x3 placement and 2x2 window.
(a) window temperatureis 27 (b) window temperatureis13.

2.2 Thermal Objective

The suggested partitioning algorithm makesntia-balanced
partitions with thermal constraints. The partiticere located in
arbitrary position on a chip. The partitions canrbcated by
suggested floorplanning algorithm to refine the rrined
distribution on the chip.

To distribute heat dissipation evenly, theeabye function of
the first placement algorithms can be rewritten as

(4)

To achieve this objective function, the suggestedrplanning
algorithm relocates the partitions iteratively. Amer objective
function is as following:

Obj = minimize Tjax

Obj=minimize S.D. 5)

2.3 Power Objective

2.3.1 Power consumption in Partitioning

The switching activity has an important rofedgnamic power
consumption in VLSI circuits. [8] proposed a methodget the
switching activity in combinational and sequentiicuits. The
average dynamic power dissipation can be exprexséallows if
the gate is the part of a synchronous digital systentrolled by a
global clock:

P, =05xfxV2xC

avg

x E(transitions) 6)

load

whereCiyq is load capacitance/,ﬁd is supply voltagefis global
clock frequency, ané(transitiong is switching activities, which
are the number of gate output transitions per ctydte. Among
these parameters, effective design factors to imexe low-power
design in physical level CAD design are capacitivad and
switching activity in the dynamic power dissipatiequation (6).
The output load capacitan@.q in (6) consists of two elements:
the capacitive load of a ga@.e which is the input and output
capacitive load; and the capacitive load of interertions among
gateC,i. Therefore, total dynamic power dissipation isegiby

Pavg = OSX f deZd XZ (Cigale + C\ilvire) x SA (7)
whereSA indicated switching activity in a driving gate ¢esce)
i. The capacitive load of interconnection is callée capacitance
Cuire that has two types of capacitive loads: local vaine global



wire capacitive load. However, the information dfetwires

cannot represent real wire length in the partitignétep because
there is no geometric information of the wires. fEfere,

floorplanning and cell placement are used to getdbometric

information.

In our algorithm, power optimization is perfeed in the
floorplanning step. In floorplanning, the wire cajjance can be
modeled as following:

CI

wire

=q[C|

gate

(Tength(n) ®)

where a is scaling factor anah; is a neti which is connected
between partitions. The length of nets inside partitionsisrigd.

The objective function of the suggested floorplanning
algorithm can be following equation:

Ob]= zware [SA

i0e

(©)

whereSA is the switching activity of a partition @ is a set of
partitions, andC*" is the capacitive load of a global wire
connected with partition The wire length of the global wire can
be measured by Manhattan [5] distance between patrtitions.

3. ALGORITHMS

In this section, the suggested algorithms are explainedai. de
The overview of the suggested methodology is shown in Figure 2.
With temperature constraints, a newly designed FM partitg
algorithm can make partitions that have well-balanced
temperatures. In the next step, the partitions as&téal on a chip
arbitrarily. Then, the partitions are relocated by Huggested
recursive floorplanning algorithm to refine the quality tbe
temperature distribution and power saving rate. The mexrefit
of the suggest method is to consider the thermal issu@@ndr
reduction feature in the earlier CAD design stage. Tiiathe
optimized results of partitioning stage are reserveduin all
CAD design procedure. This overall algorithm is calledTR®
algorithm.

3.1 Thermal-driven Partitioning

3.1.1 FM Overview

Our thermal-driven partitioner is based on the FM dlyor
[7]. This iterative improvement algorithm focuses on aig the
number of cut nets during the partitioning process bgudating
gains for each cell move from one partition to the oth€hese
gains represent the reduction in number of nets thatdmuoellcut

Partitioning Step

| Partitioning with thermal-constraints

Thermal-balanced partitions

Floorplanning Sw

]T:’Iace the partitions using A1 algorithm

1l

Place the partitions with thermal-objectives,

Figure 2 Overview of the suggested algorithm (TPO).

The moves are then corrected to the point where the stighe
cumulative gain occurred and another pass starts.Passeshstop w
the cumulative gain is less than 1.

This algorithm can be utilized for more blocks thanl2 the
simplest case, partitioning the first two blocks and nthe
partitioning each of those blocks can make 4 blocks. The end
result is 4 blocks of nearly equal size. The problermobees
slightly more difficult when the number of blocks is reopower
of 2. In this case, the area constraints are not doptaleen the
two blocks during the partitioning process. For example, if 3
blocks are desired, the area constraints for the fistitlecks are
aratio of 2:1. The first block contains twice the number 8§ s
the second block. Then, the block with twice as marlls d¢g
partitioned once again and the final result is three klatkearly
equal size. These area constraint ratios prove to leteresting
problem in determining the initial solution with theam
constraints.

3.1.2 Thermal Changes to FM

During the partitioning process thermal informatieras
needed for each cell. The thermal information can berdateby
a method in [12]. However, since geometric information
unavailable during the partitioning process an exawetperature
for each cell could not be obtained. In order to approxntlae
temperature of each cell the switching activity is used

is

Two changes were made to the FM algorithm to incomporat
thermal information. The first change is that the inibiaick setup
must consider thermal constraints as well as areatreomts.
These constraints work exactly like the area constraibdash
block cannot be over an upper temperature or under a lower
temperature. The second change to the algorithm is gluhie
moves. Again, along with the area constraints theouoastraints
are introduced in each move. The same thermal contstréiat
are used for the initial block setup are used duringéflemoves.

if the move were made. Both positive and negative gains exist foris 5 cell move violates one of the thermal constsaiit is not

cells. The partitioning process begins with an initialuson
where cells are evenly distributed between two blocksedban
some area constraints. The area constraints are basaduser
specified area skew that specifies the upper and lowabeu of
cells the block can contain. From this initial sadati cells are
then moved between the blocks. When all cells have remmrd
or the area constraints have been violated, a pass is completed.

accepted.

The initial setup of the blocks has now become more
complicated, with a second set of constraints introducefhr&e
the cells could even be separated into two blocks e&&ily, the
same configuration of cells will very likely violatée thermal
constraints, therefore a method must be introducedsthtéfies
both thermal and area constraints for the initialochl
configuration. This method must also take into constderahe



area ratio between the blocks. If the ratio is 2:1, tthermal
constraints must also reflect this so the temperatuoé
subsequent partitions will be evenly divided. Similar acea
constraints, the user can specify a thermal skews HBkew

one cell with the switching activity of 0.9. Theetinal constraints
and area constraints conflicted with each othehim method and
a solution was unable to be found. In this caseesithe
constraints are immediately violated, no moves lmamade and

represents how close the blocks should be in temperature. Fothe initial setup is accepted even though the caimés have been

example, if all the cells to be partitioned equaled a termperaf

100, a skew of 5 would mean that the temperature of & bloc

would be between 45 and 55 inclusive.
The new method for thermal constraints is shown inrEigu

Incorporating Thermal Constraints

1. Find Thermal center values based on ratiogbit ri
block and left block ( = Iratio and rratio)

. calculate total temperature of cells (= to&hp)

. Set upper and lower temperature bound

. Sort the cells based on switching activity

. Insert cells into each of the blocks basechen t
ratios

. If thermal constraints are violated by initial
solution, swap the hottest cell from one blockwit
the coldest cell from the other block until
constraints are satisfied

7. Stop swapping if all cells have been swapped ir

one of the blocks

A wWN

]

Figure 3 Procedurefor incor porating thermal congraints.

In Figure 3, step 1 can be implemented by theviafig:

| _cen
r_cen

Iratio/ (lratio + rratio);
rratio/ (lratio + rratio);

Iratio is the ratio of left side and rratio is thagio of right side in
the bi-partition. In step 3, the following sets thgper and lower
temperature bounds:

| _lower_tenp = total _tenp*(l _cen - tenp_skew*.01 );

| _upper _tenp = total _tenp*(l_cen + tenp_skew*.01 );
r_lower_tenp = total _tenp*(r_cen - tenp_skew*.01 );
r_upper_tenp = total _tenp*(r_cen + tenp_skew*.01 );

Total_temp is the total temperature of the celld tamp_skew is
the specified temperature skew value. In step Saffeving code
distributes the cells evenly based on area andgmnhpe between
the two blocks:

foreach cell in list:
if(lratio > 0)
add cell to left block;

lratio --;
elseif (lratio == 0 and rratio > 0)
add cell to right bl ock;
rratio --;
if(lratio ==0 and rratio == 0)
lratio = left ratio;

rratio = right ratio;
end foreach

This initial block configure is a not triviahd deserves study
on its own. This initial block setup does not wankall cases.
When the number of cells in the current partiti@cdmes small,
one cell placement greatly affects the thermal igométion. For
example, it was observed that in partitioning 40scimto two
equal blocks, the thermal constraints were [1.3) Vet there was

violated.

The additions to the move process are muuplsi. When a
move is considered, it is checked against the aypijate
constraints for each block. If the cell is comingni the left block,
first it is checked to make sure that the lowenamenstraint is not
violated, and then the lower thermal constrairdhiscked. If the
cell does now lower the area or temperature belosv lower
bounds, then the area and temperature of the bk is
checked to make sure the cell does not increaseattha or
temperature of that block.

3.2 Floorplanning Algorithm

This section explains the refinement stagdchvimproves the
quality of outputs. This suggested algorithm aceépe main idea
of Al algorithm in [4] to distribute temperatureesly. The Al
algorithm is designed to solve the placement probleut TPO
algorithm tries to adapt the main idea to solveftberplanning
problem.

First the Al algorithm reorders the blocks teynperature.
Next it makes groups that contain adjacent blodkthe same
temperature. Finally, the Al algorithm tries to laep the
members of a group as far from each other as pes3ihe Al
algorithm performs well to distribute temperatureerdy, but
places the members of a group randomly. This méaere is
room to find a power reduction solution in the Afyoaithm’s
results while maintaining the temperature constsain

This suggested algorithm tries to distrittetaperature evenly
using Al algorithm first, then, reduce power conptiom using
the suggested TPO algorithm, which is trying toursd the
weighted wire length among blocks. The TPO algarifinds the
hottest block in the hottest window and the coddstk, then, it
checks if swapping the two blocks increasgax! If Tyax IS
increased, the swapping is rejected. Among acceptepping,
choose only power saving results. The detail promedor the
floorplanning stage of TPO is shown in Figure 4.

Floorplanning Stage in TPO Algorithm

Input: Partitions with power and temperature infation.
Output: Location of the partitions

1. Apply Al algorithm and get initial solution

2. Find the hottest block in the hottest window ago
unlocked blocks.

3. Find the coolest block outside of the window amo
unlocked blocks.

4. Swap the two blocks.

5. If the Tyax is increased, discard the swapping and
go to 2. Otherwise, go to the next.

6. If the power consumption is increased, disdaed t

swapping and go to 2. Otherwise, go to the next.

Update window temperature and the initial Sotut

Go to 2 until all blocks are locked.

If there is improvement of power consumptiomi@2

with current best solution. Otherwise, stop a pass

© o~

Figure4 Description of floorplanning in TPO algorithm.



Table 1 Partitioning resultsfor the benchmark circuitswith 64 blocks

Nothermal constraints Thermal skew of 25 Thermal skew of 10 Thermal skew of 1
crcuits| cdls nets Jcutsize| TBuax | TBsp | cutsize| TBuax | TBs | cutsize | TBuax | TBs | cutsize | TBuax | TBo
misex3 | 3680 3666 824 96 3.58 861 83 3.01 1058 100 1.09 2647 86 0.23

g 3005 2968 931 73 3.00 937 78 231 1023 72 1.24 2221 67 0.24

pdc 7582 7531 2038 199 4.31 3555 183 245 3843 191 0.84 6815 191 0.50
s13207 | 9517 8727 393 79.75 | 10.62 393 79.75 | 10.62 391 74.07 | 10.06 444 53.02 1.80
515850 | 11081 | 10397 561 | 131.30 | 20.84 562 131.30 | 21.05 569 115.43 | 19.11 631 63.24 2.32
s35932 | 20164 18116 718 176.62 | 29.14 718 176.62 | 28.87 719 181.14 | 27.26 838 114.34 4.18
s38417 | 25803 | 24061 820 | 230.05| 32.32 820 | 230.05 | 32.32 822 230.05 | 32.64 845 147.64 | 554
s38584 | 22601 | 20871 | 1169 |214.80| 31.27 | 1169 | 214.80 | 31.27 1172 | 214.80 | 30.93 1137 | 12836 | 4.75

The partitioning step provides partitions dse tinput
information of the suggested algorithm. The panmiti are
located by Al algorithm (line 1). Then, TPO aldonit finds
valid blocks to be swapped (line 2~4). If the blakapping
satisfies given constraints, the swapping is aetkfiine 5~6).
Then, the TPO algorithm keeps finding candidatessavmapping
blocks to find better solutions (line 7~9).

The TPO algorithm can find better power savéodutions
while maintaining the Jax value, because of the line 5
constraint in Figure 3. To satisfy the constrainé coolest block
is chosen as a candidate to be swapped (line 3thié\point,
choosing only one candidate causes restrictionfinoing a
better solution. To improve the solution quality,might be
better to choose multiple candidates instead ofbsing one
candidate. However, choosing multiple candidatekasmahe
algorithm more complicated and increases runtinaendtically.
This more complicated algorithm makes new condsathat
can reduce the possibility of choosing proper addatds.
Therefore, the TPO algorithm accepts only one datdias in
line 3.

4. EXPERIMENTAL RESULTS

We implemented the suggested algorithms u€img and
the STL library in the UNIX environment. To measute
temperature value of cells, it is required to héve power
dissipation of the cells and thermal resistance dfiip substrate.
The power dissipation can be estimated by a poaekgge in
SIS [11]. Using thepower_estimatecommand in SIS, the
switching activities of gates were calculated bg gymbolic
simulation method [8] by the unit-delay model. SiSsumes
primary input values were 0.5. However, we usedarzdom
pattern of 10,000 vectors to achieve a more r@gakatnulation
instead of using the assumed primary input valkes.a more
valid simulation in this paper, we chose large bemark circuits
to compare out results with. However, we couldettpe power
information of these larger circuits because of limétation of
SIS power package. Therefore, SIS is used for acmhall
sequential and combinational circuits and
consumption of larger circuits are estimated bydeenly
generated switching activities that have an 80%igotin 0 ~
0.5 range and a 20% portion in 0.5 ~ 1.0 ranges# Ipertions
are based on the statistical analysis of the e@ilSIS. The
capacitance value for each gate is determinedstigritout. Also,
it is assumed the thermal resistance is 2000 KN i

the power

dimension substrate, and wire capacitance ipBRAR[12]. The
other parameters are identical with those in SIS.

From ISCAS89 and IWLS93 benchmarks, eightudtscin
BLIF format [11] are used for comparison. Thetfiige files
are the largest circuits that we had (s38417, s88585932,
s15850, and s13207). These files have switchingvitgct
randomly generated and capacitance values basefhnout
information. SIS is used to estimate power infoiorafor the
last three files (pdc, seq, and misex).

4.1 Thermal Partitioning Results

The results from the partitioner proved prangisin Table 1,
the results of the partitioner with 64 blocks anal thermal
constraints are compared with results from theitfarer with
thermal constraints. The values reported to comipege results
are cutsize, TRax, and TBp TBuax is the maximum
temperature among the blocks and s§Bis the standard
deviation of these same temperatures. The differdretween
the execution time of the original FM algorithm ama newly
designed partitioner based on FM is negligible. dhly added
runtime is the swapping of cells between blocksmite initial
constraints are violated.

Table 2 Changein cutsze and standar d deviation for the
benchmark circuitssmulated with SIS.

Thermal skew | cut/orig_cut |orig_TBsp/TBsp
50 1.00 1.00
25 1.21 1.41
10 1.36 3.24
1 2.96 13.46

Table 2 shows the improvement in the standaxdation and
deterioration of cutsize as the thermal constraireie tightened
for circuits whose power information is from SIS.

In the randomly generated circuits, skew va&loE50 and 25
did not affect the number of cells and nets wergelaand were
not affected by the thermal constraints until tkews was as
tight as it can get. Small changes can be sedn avthermal
skew of 10. The higher number of cells and ndtsvald for a
larger range of minimum and maximum thermal valuésr
example, the sum of 100 cells temperature if eathwas .5
would be 50. If there were 1000 cells, the temipeeawould be
500. If there was a thermal skew of 5, the rarmgevio sets of
circuits be [22.5, 27.5] and [225, 275] respectiveThis larger



Table 3 Comparison resultsafter floorplanning: window sizeis2,
the number of blocksis 256 and thermal skew of 10for partioner.

ws?2 TPO/FM+A1
256 way | TPow [ VPow| SD. | Tmax | TPow|VPow| SD. | Tmax
misex3 | 0.96 | 0.95 | 0.46 | 0.65 | 0.98 [ 0.98 | 0.39 | 0.55
seq 094 (094|064 079] 094 | 094 | 055 | 0.74
pdc | 097 | 097 | 018 | 018 | 0.94 | 0.94 | 0.23 | 0.28

TPO/FLARE+AL

s13207 | 0.86 | 0.81 | 0.85 | 0.95 | 0.71 | 0.64 | 0.82 | 0.91
s15850 | 0.88 | 0.84 [ 0.98 | 0.96 | 0.76 | 0.70 | 0.97 | 0.96
s35932 | 095 | 0.93 | 0.68 | 0.94 | 0.82 | 0.78 | 1.10 | 1.02
s38417 |1 093 | 090 [ 0.95 | 0.97 | 0.79 | 0.72 | 1.25 | 1.01
s38584 | 0.86 | 0.83 | 0.84 | 0.96 | 0.82 | 0.77 | 1.35 | 1.06

average| 092 | 0.90 [ 0.70 | 0.80 | 0.85 | 0.81 | 0.83 | 0.81

range allows a propagation of higher temperatucegndthrough
the partitioning tree while still being within théhermal
constraints for each block. The end result is thalarger circuits
higher standard deviations are observed.

4.2 Floorplanning Results

The results of the TPO algorithm are compangith two
conventional methods. In the first conventionakhod, the Al
algorithm is used as floorplanning algorithm witte fpartitioning
results of the non-thermally-constrained FM aldorit The
second method uses Al also as a floorplannindatatolt uses the
partitioning results of FLARE, which is an advancedlti-level
partitioning tool in terms of cutsize and delay. [6he execution
time of the floorplanning algorithm took a mattérseconds on a
Sun E-450 server with 4 CPUs and 5GB RAN with rpigtusers
running other applications.

Tables 3 and 4 both illustrate two differembups of ratios
The first group presents result ratio values of Tédthpared to
Al paired with the original FM algorithm. The thealhskew of
TPO is 10 in partitioning stage. This choice oharial skew of
10 is based on our experimental results that shgiveer thermal
constraints produce poorer power savings due foaease in the
cutsize. The second group displays ratio valuéeR@ compared
to the Al algorithm linked with the FLARE partiten The
results in table 3 have 256 blocks with a windare sif 2 and the
results in table 4 have 256 blocks with a windare sif 4 also. In
both tables, TPow represents total power consumptiat is
calculated by eq. (7) and VPow represents visualepd13]
consumption that is power consumption on wire. Alstandard

deviation (S.D.) and gax among window temperatures are
calculated by eq. (2), (3). S.D. angsk are used to measure the

quality of thermal distribution. A ratio value déss than 1
indicates an improvement by TPO over these conweali
methods.

The results show that on average both visndltatal power
are reduced. The maximum reduction on averagettirerevisual
or total power was 19% and the minimum reductiors W&o.
Tmax from the initial floorplanning solution is nevemcreased
after the floorplanning stage algorithm because DRy accepts

swaps where \Jax is not increased (line 5 in figure 4). Therefore,

Table 4 Comparison resultsafter floorplanning: window sizeis4,
the number of blocksis 256 and thermal skew of 10for partitioner.

ws4 TPO/FM+A1 TPO/FLARE+A1

256 way | TPow |VPow | S.D. | Tuax | TPow|VPow| SD. | Tuax
misex3] 0.99 | 099 | 0.97 | 0.92 | 0.99 | 0.99 | 0.77 | 0.87
seq 094094 | 160 | 1.03] 09 | 094 | 1.21 | 0.99

pdc | 1.02 | 1.02 | 0.18 | 048 | 0.99 | 0.99 | 0.28 | 0.63

s13207] 0.86 | 0.81 | 1.26 | 0.99 | 0.68 [ 0.59 | 1.09 | 0.98
s15850) 0.93 | 0.91 | 1.49 [ 0.99 | 0.81 | 0.76 | 1.50 | 0.99
s35932]1 0.94 | 092 | 094 | 097 | 0.81 | 0.77 | 1.53 | 0.99
s38417]1 0.92 | 0.89 | 1.08 | 0.98 | 0.78 | 0.70 | 1.39 | 0.99
s38584| 0.88 | 0.85 | 0.87 | 0.97 | 0.86 | 0.83 | 1.60 | 0.99

average] 0.93 | 092 | L.05 | 092 | 0.86 | 0.82 | 1.17 | 0.93

almost all Tyax ratios are below than 1, except for a few cases

due to floating point truncation. Also, the stantiaeviation is
only slightly increased. Therefore, the suggestgdrithm can
reduce power consumption while maintaining an etrermal
distribution.

As well as observing the results of the themhistribution and
power consumption from the floorplanning stage riflationship
between cutsize and power consumption can be iteshéd&/e had
expected that lowering cutsize would result in tregower
reductions. This was the main motivation for the 0§ FLARE
since its results have superior cutsizes over Fdwever, it was
observed that the Al algorithm paired with FLARES lraore
power consumption than the Al algorithm linked witlk original
FM algorithm. Therefore, although cutsize is saifi important
factor in reducing power consumption, it is not tlaly
contributing factor.

5. FUTURE WORK

One interesting topic for further researchthe addition of
power reduction features in the patrtitioner, whiebuld provide
even better results in the floorplanning stage.soAlthe initial
block solution with thermal constraints could belier refined to
produce solutions for all circuits regardless of trariations in
switching activities. Finally, the current blocwapping method
could also be applied to the placement design stage

6. CONCLUSIONS

Focusing on thermal constraints within tpartitioning
process proved an effective technique in both rieduthe
temperature of the hottest block from the partiéioand lowering
the standard deviation in temperature among albtbeks. The
tradeoff of reducing the temperature is an incréasaitsize. The
block swapping strategy of the floorplanning altom reduces
power while maintaining the thermal distributiorrfr previous
partitioning results. The combination of these @lgorithms in
TPO produced the desired results of an even theatistibution
and a reduction in power.
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