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What / Why Accelerator Clouds?

• Power wall heterogeneity
• Compute / $
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Problem: Programming

• Productivity
• Performance/system portability
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MIMD Coherent Shared Memory SIMD Data Parallel
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Portability Solution

• Java, Fortran, MapReduce, etc.

5

Harmony Runtime

-Side effect free kernels
-Explicit dependencies
-Enables aggressive optimization



Productivity: LogicBlox’s Datalog

• Declarative language (not imperative) 
– Think high-powered Excel

• Many examples of business uses
– Risk analysis
– Business analytics

• (Usually) maps well to kernel IR
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Current Status
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Risk Analysis Application 
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Measured 
execution 

times

GPU interaction 
overhead 
dominates

Harmony distributes the work 
across 4 CPU cores, 2 slow 
GPU boards, and 1 fast GPU 
board



Conclusion

• Preliminary results look good

• Interaction benefits both LB and GT

• Open research
– Scaling, scaling, scaling
– Further optimizations
– Other programming paradigms?
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